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interactions + complexity

=
complex network

THE SCALE-FREE PROPERTY 10

Poisson vs. Power-law Distributions
Figure 4.4
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(a) Comparing a Poisson function with a 
power-law function (ਠ= 2.1) on a linear plot. 
Both distributions have ࢭk10  =ࢮ.

(b) The same curves as in (a), but shown on a 
log-log plot, allowing us to inspect the dif-
ference between the two functions in the 
high-k regime. 

(c) A random network with ࢭk3 =ࢮ and N = 50, 
illustrating that most nodes have compara-
ble degree k ࢭݍkࢮ. 

(d) A scale-free network with ਠ=2.1 and ࢭkࢮ= 
3, illustrating that numerous small-degree 
nodes coexist with a few highly connected 
hubs.

The Largest Hub

All real networks are finite. The size of the WWW is estimated to be N ݍ 
1012 nodes; the size of the social network is the Earth’s population, about N 
-These numbers are huge, but finite. Other networks pale in com .109 × �7ݍ
parison: The genetic network in a human cell has approximately 20,000 
genes while the metabolic network of the E. Coli bacteria has only about a 
thousand metabolites. This prompts us to ask: How does the network size 
affect the size of its hubs? To answer this we calculate the expected maxi-
mum degree, kmax, called the natural cutoff of the degree distribution pk. It 
represents the expected size of the largest hub in a network.

It  is instructive to perform the calculation first for the exponential dis-
tribution 

For a  network with minimum degree kmin, the normalization  condition                    

provides C = ਨeਨkmin. To calculate kmax we assume that in a network of N 
nodes we expect at most one node in the (kmax, ∞) regime (ADVANCED TOPICS 
3.B). In other words the probability to observe a node whose degree exceeds 
kmax is 1/N:

(4.16)

(4.15)∫ =
∞ p k dk( ) 1
kmin

∫ =
∞ p k dk N( ) 1 .
kmax
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Online Social Networks
Source: https://www.facebook.com/zuck

Collaboration networks
(Co-authorship)

Molecular graphs Gene co-expression network
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Fig. 2. The HDN and the DGN. (a) In the HDN, each node corresponds to a distinct disorder, colored based on the disorder class to which it belongs, the name
of the 22 disorder classes being shown on the right. A link between disorders in the same disorder class is colored with the corresponding dimmer color and links
connecting different disorder classes are gray. The size of each node is proportional to the number of genes participating in the corresponding disorder (see key),
and the link thickness is proportional to the number of genes shared by the disorders it connects. We indicate the name of disorders with !10 associated genes,
as well as those mentioned in the text. For a complete set of names, see SI Fig. 13. (b) In the DGN, each node is a gene, with two genes being connected if they
are implicated in the same disorder. The size of each node is proportional to the number of disorders in which the gene is implicated (see key). Nodes are light
gray if the corresponding genes are associated with more than one disorder class. Genes associated with more than five disorders, and those mentioned in the
text, are indicated with the gene symbol. Only nodes with at least one link are shown.

Goh et al. PNAS ! May 22, 2007 ! vol. 104 ! no. 21 ! 8687
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Link Prediction
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Fig. 2. The HDN and the DGN. (a) In the HDN, each node corresponds to a distinct disorder, colored based on the disorder class to which it belongs, the name
of the 22 disorder classes being shown on the right. A link between disorders in the same disorder class is colored with the corresponding dimmer color and links
connecting different disorder classes are gray. The size of each node is proportional to the number of genes participating in the corresponding disorder (see key),
and the link thickness is proportional to the number of genes shared by the disorders it connects. We indicate the name of disorders with !10 associated genes,
as well as those mentioned in the text. For a complete set of names, see SI Fig. 13. (b) In the DGN, each node is a gene, with two genes being connected if they
are implicated in the same disorder. The size of each node is proportional to the number of disorders in which the gene is implicated (see key). Nodes are light
gray if the corresponding genes are associated with more than one disorder class. Genes associated with more than five disorders, and those mentioned in the
text, are indicated with the gene symbol. Only nodes with at least one link are shown.

Goh et al. PNAS ! May 22, 2007 ! vol. 104 ! no. 21 ! 8687
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Community Detection (or Graph Clustering)
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Outline of the Presentation
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Part I. Brief introduction to Graph Neural Networks (GNN)

Part II. Topics in GNN model design: over-squashing, pooling, generalization

Part III. Perspectives and ongoing work 
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GNN layer
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GNN layer
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<latexit sha1_base64="261Zk+7lRwDrtEwABlPECh4341I=">AAACHnicdVDLSgMxFM3UVx1foy4FCRahbspMO9i6EIpuXFawD2hLyaSZNjTzIMmIZZidH+LarX6DO3Grn+BfmOkDWtEDgcM593JPjhMyKqRpfmmZldW19Y3spr61vbO7Z+wfNEQQcUzqOGABbzlIEEZ9UpdUMtIKOUGew0jTGV2nfvOecEED/06OQ9L10MCnLsVIKqlnHHc8JIeOG4+THoWX0M3PhaESznpGziyY5YpdsuACsUsXRescWgVzghyYodYzvjv9AEce8SVmSIi2ZYayGyMuKWYk0TuRICHCIzQgbUV95BHRjSf/SOCpUvrQDbh6voQTdXEjRp4QY89Rk2lI8dtLxb+8diTdSjemfhhJ4uPpITdiUAYwLQX2KSdYsrEiCHOqskI8RBxhqapbuhI+pNFEAnVddTMvAP5PGsWCZRfsWztXvZq1lAVH4ATkgQXKoApuQA3UAQaP4Bm8gFftSXvT3rWP6WhGm+0cgiVonz/vIqKT</latexit>

(A,X)

<latexit sha1_base64="pH2TjhUJEAWzdwo7BHvtZvH1HOY=">AAACD3icdVDLSsNAFJ34rPXRqEs3g0WoICFpg627qhuXFewD2lAm00k7dPJgZiKWkI9w7Va/wZ249RP8BP/CSVuhFT1w4XDOvdzDcSNGhTTNT21ldW19YzO3ld/e2d0r6PsHLRHGHJMmDlnIOy4ShNGANCWVjHQiTpDvMtJ2x9eZ374nXNAwuJOTiDg+GgbUoxhJJfX1QqnnIzlyveTyDHbS075eNA2zWrMrFlwgduWibJ1DyzCnKII5Gn39qzcIceyTQGKGhOhaZiSdBHFJMSNpvhcLEiE8RkPSVTRAPhFOMg2ewhOlDKAXcjWBhFN18SJBvhAT31WbWUrx28vEv7xuLL2ak9AgiiUJ8OyRFzMoQ5i1AAeUEyzZRBGEOVVZIR4hjrBUXS19iR6yaCKF+bzq5qcA+D9plQ3LNuxbu1i/mreUA0fgGJSABaqgDm5AAzQBBjF4As/gRXvUXrU37X22uqLNbw7BErSPb0gdm8g=</latexit>

Graph (A,H)

<latexit sha1_base64="lGxGSzP1PCnAOMXuFIGp+S2dggc=">AAACD3icdVDLSsNAFJ3UV42PRl26GSxCBQlJG2zdVd10WcE+oC1lMp20QycPZiZiCf0I1271G9yJWz/BT/AvnLQVWtEDFw7n3Ms9HDdiVEjL+tQya+sbm1vZbX1nd28/ZxwcNkUYc0waOGQhb7tIEEYD0pBUMtKOOEG+y0jLHd+kfuuecEHD4E5OItLz0TCgHsVIKqlv5ApdH8mR6yVX57A2Pesbecu0yhWnZMMl4pQui/YFtE1rhjxYoN43vrqDEMc+CSRmSIiObUWylyAuKWZkqndjQSKEx2hIOooGyCeil8yCT+GpUgbQC7maQMKZunyRIF+Iie+qzTSl+O2l4l9eJ5ZepZfQIIolCfD8kRczKEOYtgAHlBMs2UQRhDlVWSEeIY6wVF2tfIke0mhiCnVddfNTAPyfNIum7ZjOrZOvXi9ayoJjcAIKwAZlUAU1UAcNgEEMnsAzeNEetVftTXufr2a0xc0RWIH28Q0uTZu4</latexit>

Embeddings

h(l+1)
i = �

 
h(l)

i ,
M

j2Ni

 
⇣
h(l)

i ,h
(l)
j

⌘ !

<latexit sha1_base64="VAZLpQS5QFM0Xas7o12Teb4jNho=">AAACl3icdVFda9RAFJ3EqjX1Y7VP0peLi7CLdUnaYNsHsVSQPkkL3bawWcNkdpJMO5kMMxNxCfkd/jZ/gj9C6GSzha3WCxcO5577wbmJ5Ewb3//luA/WHj56vP7E23j67PmL3stX57qsFKFjUvJSXSZYU84EHRtmOL2UiuIi4fQiuf7c1i++U6VZKc7MXNJpgTPBUkawsVTc+wlRgU2epHXexOxbPeDvgmEDHyGSOYPoiGXZ4B/JsNkGL0pYVkpe6bi+goiJTkUwr79aWWMHaDuA09QM7ulfoa46KlIsy82w2zmMe31/5O/th7sBrIBw92An+ADByF9EHy3jJO79jmYlqQoqDOFY60ngSzOtsTKMcNp4UaWpxOQaZ3RiocAF1dN6YWADby0zg7RUNoWBBbvaUeNC63mRWGV7t/671pL31SaVSfenNROyMlSQblFacTAltN+AGVOUGD63ABPF7K1AcqwwMfZnd7bIH+1pugHPs97cGgD/B+c7oyAchadh//Bo6dI62kJv0AAFaA8domN0gsaIoD9O39l23ruv3U/uF/e4k7rOsmcT3Qn39AZ6mcqv</latexit>

[Defferrard et al., NeurIPS ‘16], [Kipf and Welling, ICLR ‘17], [Gilmer et al., ICML ‘17], [Veličković et al., ICLR ‘18 ], [Bronstein et al., Geometric Deep Learning ‘21]



Graph Neural Networks (GNNs)

11

GNN layer
xi

<latexit sha1_base64="FzneNO0zIGz4mD2jGDMTOVbxn5I=">AAACCnicdVDLSsNAFJ34rPFVdelmsAiuQtIGW3dFNy4r2Ac0oUymk3boJBlmJtIS+geu3eo3uBO3/oSf4F84aSu0ogcuHM65l3s4AWdUKtv+NNbWNza3tgs75u7e/sFh8ei4JZNUYNLECUtEJ0CSMBqTpqKKkQ4XBEUBI+1gdJP77QciJE3iezXhxI/QIKYhxUhpyfMipIZBmI2nPdorlmzLrtbcigOXiFu5KjuX0LHsGUpggUav+OX1E5xGJFaYISm7js2VnyGhKGZkanqpJBzhERqQrqYxioj0s1nmKTzXSh+GidATKzhTly8yFEk5iQK9mWeUv71c/Mvrpiqs+RmNeapIjOePwpRBlcC8ANingmDFJpogLKjOCvEQCYSVrmnlCx/n0eQUmqbu5qcA+D9plS3Htdw7t1S/XrRUAKfgDFwAB1RBHdyCBmgCDDh4As/gxXg0Xo03432+umYsbk7ACoyPb2Tim4M=</latexit>

hi

<latexit sha1_base64="kVE9cFYo6AlRVTgmERLjxI/7pKQ=">AAACCnicdVDLSsNAFJ3UV42vqks3g0VwFZI22LorunFZwT6gCWUynbRDJ8kwMxFL6B+4dqvf4E7c+hN+gn/hpK3Qih64cDjnXu7hBJxRqWz70yisrW9sbhW3zZ3dvf2D0uFRWyapwKSFE5aIboAkYTQmLUUVI10uCIoCRjrB+Dr3O/dESJrEd2rCiR+hYUxDipHSkudFSI2CMBtN+7RfKtuWXau7VQcuEbd6WXEuoGPZM5TBAs1+6csbJDiNSKwwQ1L2HJsrP0NCUczI1PRSSTjCYzQkPU1jFBHpZ7PMU3imlQEME6EnVnCmLl9kKJJyEgV6M88of3u5+JfXS1VY9zMa81SRGM8fhSmDKoF5AXBABcGKTTRBWFCdFeIREggrXdPKF/6QR5NTaJq6m58C4P+kXbEc13Jv3XLjatFSEZyAU3AOHFADDXADmqAFMODgCTyDF+PReDXejPf5asFY3ByDFRgf30sCm3M=</latexit>

Graph classification
yG = f (�i2V hi)

<latexit sha1_base64="UqhunHT4pRKRnjY6Ik5OGeCXFrY=">AAACOnicdVDLSsNAFJ3Ud31FXboZLELdlKQNvkAQXehSwT6gKWEynbRDJ5MwMxFLiN/ih7h2q1u37sStH+CkD1DRAwOHc+7lnjl+zKhUlvVqFGZm5+YXFpeKyyura+vmxmZDRonApI4jFomWjyRhlJO6ooqRViwICn1Gmv7gPPebt0RIGvEbNYxJJ0Q9TgOKkdKSZx67IVJ9P0iHmXcBT2BQdqOYJdJLqUs5HLkYsbSRZfAeTof7mUf3PLNkVayDQ6dmw2/EqR1V7X1oV6wRSmCCK898d7sRTkLCFWZIyrZtxaqTIqEoZiQruokkMcID1CNtTTkKieykoz9mcFcrXRhEQj+u4Ej9vpGiUMph6OvJPKT87eXiX147UcFhJ6U8ThTheHwoSBhUEcwLg10qCFZsqAnCguqsEPeRQFjpWn9cie/yaDKDxaLuZloA/J80qhXbqTjXTun0bNLSItgGO6AMbHAATsEluAJ1gMEDeALP4MV4NN6Md+NjPFowJjtb4AeMzy8Xv65t</latexit>

yG

<latexit sha1_base64="xf3i8iR73N6Us5ZB2ia4NeNDJBU=">AAACCnicdVDLSsNAFJ34rPFVdelmsAiuQtIGW3dFF7qsYB/QhDKZTtqhkwczEzGE/IFrt/oN7sStP+En+BdO2gqt6IELh3Pu5R6OFzMqpGl+aiura+sbm6UtfXtnd2+/fHDYEVHCMWnjiEW85yFBGA1JW1LJSC/mBAUeI11vclX43XvCBY3CO5nGxA3QKKQ+xUgqyXECJMeen6X54HpQrpiGWW/YNQsuELt2UbXOoWWYU1TAHK1B+csZRjgJSCgxQ0L0LTOWboa4pJiRXHcSQWKEJ2hE+oqGKCDCzaaZc3iqlCH0I64mlHCqLl5kKBAiDTy1WWQUv71C/MvrJ9JvuBkN40SSEM8e+QmDMoJFAXBIOcGSpYogzKnKCvEYcYSlqmnpS/xQRBM51HXVzU8B8H/SqRqWbdi3dqV5OW+pBI7BCTgDFqiDJrgBLdAGGMTgCTyDF+1Re9XetPfZ6oo2vzkCS9A+vgEv6pti</latexit>

(A,X)

<latexit sha1_base64="pH2TjhUJEAWzdwo7BHvtZvH1HOY=">AAACD3icdVDLSsNAFJ34rPXRqEs3g0WoICFpg627qhuXFewD2lAm00k7dPJgZiKWkI9w7Va/wZ249RP8BP/CSVuhFT1w4XDOvdzDcSNGhTTNT21ldW19YzO3ld/e2d0r6PsHLRHGHJMmDlnIOy4ShNGANCWVjHQiTpDvMtJ2x9eZ374nXNAwuJOTiDg+GgbUoxhJJfX1QqnnIzlyveTyDHbS075eNA2zWrMrFlwgduWibJ1DyzCnKII5Gn39qzcIceyTQGKGhOhaZiSdBHFJMSNpvhcLEiE8RkPSVTRAPhFOMg2ewhOlDKAXcjWBhFN18SJBvhAT31WbWUrx28vEv7xuLL2ak9AgiiUJ8OyRFzMoQ5i1AAeUEyzZRBGEOVVZIR4hjrBUXS19iR6yaCKF+bzq5qcA+D9plQ3LNuxbu1i/mreUA0fgGJSABaqgDm5AAzQBBjF4As/gRXvUXrU37X22uqLNbw7BErSPb0gdm8g=</latexit>

Graph (A,H)

<latexit sha1_base64="lGxGSzP1PCnAOMXuFIGp+S2dggc=">AAACD3icdVDLSsNAFJ3UV42PRl26GSxCBQlJG2zdVd10WcE+oC1lMp20QycPZiZiCf0I1271G9yJWz/BT/AvnLQVWtEDFw7n3Ms9HDdiVEjL+tQya+sbm1vZbX1nd28/ZxwcNkUYc0waOGQhb7tIEEYD0pBUMtKOOEG+y0jLHd+kfuuecEHD4E5OItLz0TCgHsVIKqlv5ApdH8mR6yVX57A2Pesbecu0yhWnZMMl4pQui/YFtE1rhjxYoN43vrqDEMc+CSRmSIiObUWylyAuKWZkqndjQSKEx2hIOooGyCeil8yCT+GpUgbQC7maQMKZunyRIF+Iie+qzTSl+O2l4l9eJ5ZepZfQIIolCfD8kRczKEOYtgAHlBMs2UQRhDlVWSEeIY6wVF2tfIke0mhiCnVddfNTAPyfNIum7ZjOrZOvXi9ayoJjcAIKwAZlUAU1UAcNgEEMnsAzeNEetVftTXufr2a0xc0RWIH28Q0uTZu4</latexit>

Embeddings

h(l+1)
i = �

 
h(l)

i ,
M

j2Ni

 
⇣
h(l)

i ,h
(l)
j

⌘ !

<latexit sha1_base64="VAZLpQS5QFM0Xas7o12Teb4jNho=">AAACl3icdVFda9RAFJ3EqjX1Y7VP0peLi7CLdUnaYNsHsVSQPkkL3bawWcNkdpJMO5kMMxNxCfkd/jZ/gj9C6GSzha3WCxcO5577wbmJ5Ewb3//luA/WHj56vP7E23j67PmL3stX57qsFKFjUvJSXSZYU84EHRtmOL2UiuIi4fQiuf7c1i++U6VZKc7MXNJpgTPBUkawsVTc+wlRgU2epHXexOxbPeDvgmEDHyGSOYPoiGXZ4B/JsNkGL0pYVkpe6bi+goiJTkUwr79aWWMHaDuA09QM7ulfoa46KlIsy82w2zmMe31/5O/th7sBrIBw92An+ADByF9EHy3jJO79jmYlqQoqDOFY60ngSzOtsTKMcNp4UaWpxOQaZ3RiocAF1dN6YWADby0zg7RUNoWBBbvaUeNC63mRWGV7t/671pL31SaVSfenNROyMlSQblFacTAltN+AGVOUGD63ABPF7K1AcqwwMfZnd7bIH+1pugHPs97cGgD/B+c7oyAchadh//Bo6dI62kJv0AAFaA8domN0gsaIoD9O39l23ruv3U/uF/e4k7rOsmcT3Qn39AZ6mcqv</latexit>

[Defferrard et al., NeurIPS ‘16], [Kipf and Welling, ICLR ‘17], [Gilmer et al., ICML ‘17], [Veličković et al., ICLR ‘18 ], [Bronstein et al., Geometric Deep Learning ‘21]
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GNN layer
xi

<latexit sha1_base64="FzneNO0zIGz4mD2jGDMTOVbxn5I=">AAACCnicdVDLSsNAFJ34rPFVdelmsAiuQtIGW3dFNy4r2Ac0oUymk3boJBlmJtIS+geu3eo3uBO3/oSf4F84aSu0ogcuHM65l3s4AWdUKtv+NNbWNza3tgs75u7e/sFh8ei4JZNUYNLECUtEJ0CSMBqTpqKKkQ4XBEUBI+1gdJP77QciJE3iezXhxI/QIKYhxUhpyfMipIZBmI2nPdorlmzLrtbcigOXiFu5KjuX0LHsGUpggUav+OX1E5xGJFaYISm7js2VnyGhKGZkanqpJBzhERqQrqYxioj0s1nmKTzXSh+GidATKzhTly8yFEk5iQK9mWeUv71c/Mvrpiqs+RmNeapIjOePwpRBlcC8ANingmDFJpogLKjOCvEQCYSVrmnlCx/n0eQUmqbu5qcA+D9plS3Htdw7t1S/XrRUAKfgDFwAB1RBHdyCBmgCDDh4As/gxXg0Xo03432+umYsbk7ACoyPb2Tim4M=</latexit>

hi

<latexit sha1_base64="kVE9cFYo6AlRVTgmERLjxI/7pKQ=">AAACCnicdVDLSsNAFJ3UV42vqks3g0VwFZI22LorunFZwT6gCWUynbRDJ8kwMxFL6B+4dqvf4E7c+hN+gn/hpK3Qih64cDjnXu7hBJxRqWz70yisrW9sbhW3zZ3dvf2D0uFRWyapwKSFE5aIboAkYTQmLUUVI10uCIoCRjrB+Dr3O/dESJrEd2rCiR+hYUxDipHSkudFSI2CMBtN+7RfKtuWXau7VQcuEbd6WXEuoGPZM5TBAs1+6csbJDiNSKwwQ1L2HJsrP0NCUczI1PRSSTjCYzQkPU1jFBHpZ7PMU3imlQEME6EnVnCmLl9kKJJyEgV6M88of3u5+JfXS1VY9zMa81SRGM8fhSmDKoF5AXBABcGKTTRBWFCdFeIREggrXdPKF/6QR5NTaJq6m58C4P+kXbEc13Jv3XLjatFSEZyAU3AOHFADDXADmqAFMODgCTyDF+PReDXejPf5asFY3ByDFRgf30sCm3M=</latexit>

yi j

<latexit sha1_base64="sbe0UuMEkqctDUypmKB/qbc+GAE=">AAACD3icdVDLSsNAFJ3UV62PRl26GSyCq5K0wdZd0Y3LCvYBbSmT6aQdO5mEmYkYQj7CtVv9Bnfi1k/wE/wLJ22FVvTAhcM593IPxw0ZlcqyPo3c2vrG5lZ+u7Czu7dfNA8O2zKIBCYtHLBAdF0kCaOctBRVjHRDQZDvMtJxp1eZ37knQtKA36o4JAMfjTn1KEZKS0Oz2PeRmrheEqfDhN6lQ7Nkla1a3anacIk41YuKfQ7tsjVDCSzQHJpf/VGAI59whRmSsmdboRokSCiKGUkL/UiSEOEpGpOephz5RA6SWfAUnmplBL1A6OEKztTliwT5Usa+qzezmPK3l4l/eb1IefVBQnkYKcLx/JEXMagCmLUAR1QQrFisCcKC6qwQT5BAWOmuVr6ED1k0mcJCQXfzUwD8n7QrZdspOzdOqXG5aCkPjsEJOAM2qIEGuAZN0AIYROAJPIMX49F4Nd6M9/lqzljcHIEVGB/fmUGdNQ==</latexit>

h j

<latexit sha1_base64="xcW/a04v2oXCe+RsMabH7eQOJmk=">AAACCnicdVDLSsNAFJ3UV62vqks3g0VwFZIabN0V3bisYB/QhDKZTtqxk0mYmYgl5A9cu9VvcCdu/Qk/wb9w0lZoRQ9cOJxzL/dw/JhRqSzr0yisrK6tbxQ3S1vbO7t75f2DtowSgUkLRywSXR9JwignLUUVI91YEBT6jHT88VXud+6JkDTit2oSEy9EQ04DipHSkuuGSI38IB1l/bt+uWKZVq3unNlwgThnF1X7HNqmNUUFzNHsl7/cQYSTkHCFGZKyZ1ux8lIkFMWMZCU3kSRGeIyGpKcpRyGRXjrNnMETrQxgEAk9XMGpuniRolDKSejrzTyj/O3l4l9eL1FB3UspjxNFOJ49ChIGVQTzAuCACoIVm2iCsKA6K8QjJBBWuqalL/FDHk1msFTS3fwUAP8n7appO6Zz41Qal/OWiuAIHINTYIMaaIBr0AQtgEEMnsAzeDEejVfjzXifrRaM+c0hWILx8Q1MnZt0</latexit>

(A,X)

<latexit sha1_base64="pH2TjhUJEAWzdwo7BHvtZvH1HOY=">AAACD3icdVDLSsNAFJ34rPXRqEs3g0WoICFpg627qhuXFewD2lAm00k7dPJgZiKWkI9w7Va/wZ249RP8BP/CSVuhFT1w4XDOvdzDcSNGhTTNT21ldW19YzO3ld/e2d0r6PsHLRHGHJMmDlnIOy4ShNGANCWVjHQiTpDvMtJ2x9eZ374nXNAwuJOTiDg+GgbUoxhJJfX1QqnnIzlyveTyDHbS075eNA2zWrMrFlwgduWibJ1DyzCnKII5Gn39qzcIceyTQGKGhOhaZiSdBHFJMSNpvhcLEiE8RkPSVTRAPhFOMg2ewhOlDKAXcjWBhFN18SJBvhAT31WbWUrx28vEv7xuLL2ak9AgiiUJ8OyRFzMoQ5i1AAeUEyzZRBGEOVVZIR4hjrBUXS19iR6yaCKF+bzq5qcA+D9plQ3LNuxbu1i/mreUA0fgGJSABaqgDm5AAzQBBjF4As/gRXvUXrU37X22uqLNbw7BErSPb0gdm8g=</latexit>

Graph (A,H)

<latexit sha1_base64="lGxGSzP1PCnAOMXuFIGp+S2dggc=">AAACD3icdVDLSsNAFJ3UV42PRl26GSxCBQlJG2zdVd10WcE+oC1lMp20QycPZiZiCf0I1271G9yJWz/BT/AvnLQVWtEDFw7n3Ms9HDdiVEjL+tQya+sbm1vZbX1nd28/ZxwcNkUYc0waOGQhb7tIEEYD0pBUMtKOOEG+y0jLHd+kfuuecEHD4E5OItLz0TCgHsVIKqlv5ApdH8mR6yVX57A2Pesbecu0yhWnZMMl4pQui/YFtE1rhjxYoN43vrqDEMc+CSRmSIiObUWylyAuKWZkqndjQSKEx2hIOooGyCeil8yCT+GpUgbQC7maQMKZunyRIF+Iie+qzTSl+O2l4l9eJ5ZepZfQIIolCfD8kRczKEOYtgAHlBMs2UQRhDlVWSEeIY6wVF2tfIke0mhiCnVddfNTAPyfNIum7ZjOrZOvXi9ayoJjcAIKwAZlUAU1UAcNgEEMnsAzeNEetVftTXufr2a0xc0RWIH28Q0uTZu4</latexit>

Embeddings

h(l+1)
i = �

 
h(l)

i ,
M

j2Ni

 
⇣
h(l)

i ,h
(l)
j

⌘ !

<latexit sha1_base64="VAZLpQS5QFM0Xas7o12Teb4jNho=">AAACl3icdVFda9RAFJ3EqjX1Y7VP0peLi7CLdUnaYNsHsVSQPkkL3bawWcNkdpJMO5kMMxNxCfkd/jZ/gj9C6GSzha3WCxcO5577wbmJ5Ewb3//luA/WHj56vP7E23j67PmL3stX57qsFKFjUvJSXSZYU84EHRtmOL2UiuIi4fQiuf7c1i++U6VZKc7MXNJpgTPBUkawsVTc+wlRgU2epHXexOxbPeDvgmEDHyGSOYPoiGXZ4B/JsNkGL0pYVkpe6bi+goiJTkUwr79aWWMHaDuA09QM7ulfoa46KlIsy82w2zmMe31/5O/th7sBrIBw92An+ADByF9EHy3jJO79jmYlqQoqDOFY60ngSzOtsTKMcNp4UaWpxOQaZ3RiocAF1dN6YWADby0zg7RUNoWBBbvaUeNC63mRWGV7t/671pL31SaVSfenNROyMlSQblFacTAltN+AGVOUGD63ABPF7K1AcqwwMfZnd7bIH+1pugHPs97cGgD/B+c7oyAchadh//Bo6dI62kJv0AAFaA8domN0gsaIoD9O39l23ruv3U/uF/e4k7rOsmcT3Qn39AZ6mcqv</latexit>

[Defferrard et al., NeurIPS ‘16], [Kipf and Welling, ICLR ‘17], [Gilmer et al., ICML ‘17], [Veličković et al., ICLR ‘18 ], [Bronstein et al., Geometric Deep Learning ‘21]

Link prediction
yi j = f (hi,h j)

<latexit sha1_base64="1GA+enGJ8f68tdVTDqkJTlVaw18=">AAACL3icdVDLSgMxFM3UV62vqks3wSJUkDrTDrYuhKIblxVsLbRlyKSZNm3mQZIRyzCf4Ye4dqvfIG7Ebf/CTB/Qih4InHvuvdyTYweMCqnrn1pqZXVtfSO9mdna3tndy+4fNIQfckzq2Gc+b9pIEEY9UpdUMtIMOEGuzciDPbxJ+g+PhAvqe/dyFJCOi3oedShGUklW9rztItm3nWgUWxEdxPAKOvm51o8tegYXqsGplc3pBb1cMUsGXCBm6bJoXECjoE+QAzPUrOy43fVx6BJPYoaEaBl6IDsR4pJiRuJMOxQkQHiIeqSlqIdcIjrR5GMxPFFKFzo+V8+TcKIubkTIFWLk2moyMSl+9xLxr14rlE6lE1EvCCXx8PSQEzIofZikBLuUEyzZSBGEOVVeIe4jjrBUWS5dCZ4SayKGmYzKZh4A/J80igXDLJh3Zq56PUspDY7AMcgDA5RBFdyCGqgDDJ7BK3gD79qL9qF9ad/T0ZQ22zkES9DGPxGiqeI=</latexit>



Graph Neural Networks (GNNs)

13

GNN layer
xi

<latexit sha1_base64="FzneNO0zIGz4mD2jGDMTOVbxn5I=">AAACCnicdVDLSsNAFJ34rPFVdelmsAiuQtIGW3dFNy4r2Ac0oUymk3boJBlmJtIS+geu3eo3uBO3/oSf4F84aSu0ogcuHM65l3s4AWdUKtv+NNbWNza3tgs75u7e/sFh8ei4JZNUYNLECUtEJ0CSMBqTpqKKkQ4XBEUBI+1gdJP77QciJE3iezXhxI/QIKYhxUhpyfMipIZBmI2nPdorlmzLrtbcigOXiFu5KjuX0LHsGUpggUav+OX1E5xGJFaYISm7js2VnyGhKGZkanqpJBzhERqQrqYxioj0s1nmKTzXSh+GidATKzhTly8yFEk5iQK9mWeUv71c/Mvrpiqs+RmNeapIjOePwpRBlcC8ANingmDFJpogLKjOCvEQCYSVrmnlCx/n0eQUmqbu5qcA+D9plS3Htdw7t1S/XrRUAKfgDFwAB1RBHdyCBmgCDDh4As/gxXg0Xo03432+umYsbk7ACoyPb2Tim4M=</latexit>

hi

<latexit sha1_base64="kVE9cFYo6AlRVTgmERLjxI/7pKQ=">AAACCnicdVDLSsNAFJ3UV42vqks3g0VwFZI22LorunFZwT6gCWUynbRDJ8kwMxFL6B+4dqvf4E7c+hN+gn/hpK3Qih64cDjnXu7hBJxRqWz70yisrW9sbhW3zZ3dvf2D0uFRWyapwKSFE5aIboAkYTQmLUUVI10uCIoCRjrB+Dr3O/dESJrEd2rCiR+hYUxDipHSkudFSI2CMBtN+7RfKtuWXau7VQcuEbd6WXEuoGPZM5TBAs1+6csbJDiNSKwwQ1L2HJsrP0NCUczI1PRSSTjCYzQkPU1jFBHpZ7PMU3imlQEME6EnVnCmLl9kKJJyEgV6M88of3u5+JfXS1VY9zMa81SRGM8fhSmDKoF5AXBABcGKTTRBWFCdFeIREggrXdPKF/6QR5NTaJq6m58C4P+kXbEc13Jv3XLjatFSEZyAU3AOHFADDXADmqAFMODgCTyDF+PReDXejPf5asFY3ByDFRgf30sCm3M=</latexit>

Link predictionyi j

<latexit sha1_base64="sbe0UuMEkqctDUypmKB/qbc+GAE=">AAACD3icdVDLSsNAFJ3UV62PRl26GSyCq5K0wdZd0Y3LCvYBbSmT6aQdO5mEmYkYQj7CtVv9Bnfi1k/wE/wLJ22FVvTAhcM593IPxw0ZlcqyPo3c2vrG5lZ+u7Czu7dfNA8O2zKIBCYtHLBAdF0kCaOctBRVjHRDQZDvMtJxp1eZ37knQtKA36o4JAMfjTn1KEZKS0Oz2PeRmrheEqfDhN6lQ7Nkla1a3anacIk41YuKfQ7tsjVDCSzQHJpf/VGAI59whRmSsmdboRokSCiKGUkL/UiSEOEpGpOephz5RA6SWfAUnmplBL1A6OEKztTliwT5Usa+qzezmPK3l4l/eb1IefVBQnkYKcLx/JEXMagCmLUAR1QQrFisCcKC6qwQT5BAWOmuVr6ED1k0mcJCQXfzUwD8n7QrZdspOzdOqXG5aCkPjsEJOAM2qIEGuAZN0AIYROAJPIMX49F4Nd6M9/lqzljcHIEVGB/fmUGdNQ==</latexit>

yi j = f (hi,h j)

<latexit sha1_base64="1GA+enGJ8f68tdVTDqkJTlVaw18=">AAACL3icdVDLSgMxFM3UV62vqks3wSJUkDrTDrYuhKIblxVsLbRlyKSZNm3mQZIRyzCf4Ye4dqvfIG7Ebf/CTB/Qih4InHvuvdyTYweMCqnrn1pqZXVtfSO9mdna3tndy+4fNIQfckzq2Gc+b9pIEEY9UpdUMtIMOEGuzciDPbxJ+g+PhAvqe/dyFJCOi3oedShGUklW9rztItm3nWgUWxEdxPAKOvm51o8tegYXqsGplc3pBb1cMUsGXCBm6bJoXECjoE+QAzPUrOy43fVx6BJPYoaEaBl6IDsR4pJiRuJMOxQkQHiIeqSlqIdcIjrR5GMxPFFKFzo+V8+TcKIubkTIFWLk2moyMSl+9xLxr14rlE6lE1EvCCXx8PSQEzIofZikBLuUEyzZSBGEOVVeIe4jjrBUWS5dCZ4SayKGmYzKZh4A/J80igXDLJh3Zq56PUspDY7AMcgDA5RBFdyCGqgDDJ7BK3gD79qL9qF9ad/T0ZQ22zkES9DGPxGiqeI=</latexit>

Node classificationyi

<latexit sha1_base64="90cNqB9Et13WbkhruWZ1EtAejuE=">AAACCnicdVDLSsNAFJ3UV42vqks3g0VwFZI22LorunFZwT6gCWUynbRDJw9mJmII+QPXbvUb3Ilbf8JP8C+ctBVa0QMXDufcyz0cL2ZUSNP81Epr6xubW+VtfWd3b/+gcnjUFVHCMengiEW87yFBGA1JR1LJSD/mBAUeIz1vel34vXvCBY3CO5nGxA3QOKQ+xUgqyXECJCeen6X5kA4rVdMwG027bsElYtcva9YFtAxzhipYoD2sfDmjCCcBCSVmSIiBZcbSzRCXFDOS604iSIzwFI3JQNEQBUS42SxzDs+UMoJ+xNWEEs7U5YsMBUKkgac2i4zit1eIf3mDRPpNN6NhnEgS4vkjP2FQRrAoAI4oJ1iyVBGEOVVZIZ4gjrBUNa18iR+KaCKHuq66+SkA/k+6NcOyDfvWrrauFi2VwQk4BefAAg3QAjegDToAgxg8gWfwoj1qr9qb9j5fLWmLm2OwAu3jG2aAm4Q=</latexit>

yi = f (hi)

<latexit sha1_base64="261Zk+7lRwDrtEwABlPECh4341I=">AAACHnicdVDLSgMxFM3UVx1foy4FCRahbspMO9i6EIpuXFawD2hLyaSZNjTzIMmIZZidH+LarX6DO3Grn+BfmOkDWtEDgcM593JPjhMyKqRpfmmZldW19Y3spr61vbO7Z+wfNEQQcUzqOGABbzlIEEZ9UpdUMtIKOUGew0jTGV2nfvOecEED/06OQ9L10MCnLsVIKqlnHHc8JIeOG4+THoWX0M3PhaESznpGziyY5YpdsuACsUsXRescWgVzghyYodYzvjv9AEce8SVmSIi2ZYayGyMuKWYk0TuRICHCIzQgbUV95BHRjSf/SOCpUvrQDbh6voQTdXEjRp4QY89Rk2lI8dtLxb+8diTdSjemfhhJ4uPpITdiUAYwLQX2KSdYsrEiCHOqskI8RBxhqapbuhI+pNFEAnVddTMvAP5PGsWCZRfsWztXvZq1lAVH4ATkgQXKoApuQA3UAQaP4Bm8gFftSXvT3rWP6WhGm+0cgiVonz/vIqKT</latexit>

Graph classification
yG = f (�i2V hi)

<latexit sha1_base64="UqhunHT4pRKRnjY6Ik5OGeCXFrY=">AAACOnicdVDLSsNAFJ3Ud31FXboZLELdlKQNvkAQXehSwT6gKWEynbRDJ5MwMxFLiN/ih7h2q1u37sStH+CkD1DRAwOHc+7lnjl+zKhUlvVqFGZm5+YXFpeKyyura+vmxmZDRonApI4jFomWjyRhlJO6ooqRViwICn1Gmv7gPPebt0RIGvEbNYxJJ0Q9TgOKkdKSZx67IVJ9P0iHmXcBT2BQdqOYJdJLqUs5HLkYsbSRZfAeTof7mUf3PLNkVayDQ6dmw2/EqR1V7X1oV6wRSmCCK898d7sRTkLCFWZIyrZtxaqTIqEoZiQruokkMcID1CNtTTkKieykoz9mcFcrXRhEQj+u4Ej9vpGiUMph6OvJPKT87eXiX147UcFhJ6U8ThTheHwoSBhUEcwLg10qCFZsqAnCguqsEPeRQFjpWn9cie/yaDKDxaLuZloA/J80qhXbqTjXTun0bNLSItgGO6AMbHAATsEluAJ1gMEDeALP4MV4NN6Md+NjPFowJjtb4AeMzy8Xv65t</latexit>

yG

<latexit sha1_base64="xf3i8iR73N6Us5ZB2ia4NeNDJBU=">AAACCnicdVDLSsNAFJ34rPFVdelmsAiuQtIGW3dFF7qsYB/QhDKZTtqhkwczEzGE/IFrt/oN7sStP+En+BdO2gqt6IELh3Pu5R6OFzMqpGl+aiura+sbm6UtfXtnd2+/fHDYEVHCMWnjiEW85yFBGA1JW1LJSC/mBAUeI11vclX43XvCBY3CO5nGxA3QKKQ+xUgqyXECJMeen6X54HpQrpiGWW/YNQsuELt2UbXOoWWYU1TAHK1B+csZRjgJSCgxQ0L0LTOWboa4pJiRXHcSQWKEJ2hE+oqGKCDCzaaZc3iqlCH0I64mlHCqLl5kKBAiDTy1WWQUv71C/MvrJ9JvuBkN40SSEM8e+QmDMoJFAXBIOcGSpYogzKnKCvEYcYSlqmnpS/xQRBM51HXVzU8B8H/SqRqWbdi3dqV5OW+pBI7BCTgDFqiDJrgBLdAGGMTgCTyDF+1Re9XetPfZ6oo2vzkCS9A+vgEv6pti</latexit>

[Defferrard et al., NeurIPS ‘16], [Kipf and Welling, ICLR ‘17], [Gilmer et al., ICML ‘17], [Veličković et al., ICLR ‘18 ], [Wu et al., ICML ‘19]
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<latexit sha1_base64="VAZLpQS5QFM0Xas7o12Teb4jNho=">AAACl3icdVFda9RAFJ3EqjX1Y7VP0peLi7CLdUnaYNsHsVSQPkkL3bawWcNkdpJMO5kMMxNxCfkd/jZ/gj9C6GSzha3WCxcO5577wbmJ5Ewb3//luA/WHj56vP7E23j67PmL3stX57qsFKFjUvJSXSZYU84EHRtmOL2UiuIi4fQiuf7c1i++U6VZKc7MXNJpgTPBUkawsVTc+wlRgU2epHXexOxbPeDvgmEDHyGSOYPoiGXZ4B/JsNkGL0pYVkpe6bi+goiJTkUwr79aWWMHaDuA09QM7ulfoa46KlIsy82w2zmMe31/5O/th7sBrIBw92An+ADByF9EHy3jJO79jmYlqQoqDOFY60ngSzOtsTKMcNp4UaWpxOQaZ3RiocAF1dN6YWADby0zg7RUNoWBBbvaUeNC63mRWGV7t/671pL31SaVSfenNROyMlSQblFacTAltN+AGVOUGD63ABPF7K1AcqwwMfZnd7bIH+1pugHPs97cGgD/B+c7oyAchadh//Bo6dI62kJv0AAFaA8domN0gsaIoD9O39l23ruv3U/uF/e4k7rOsmcT3Qn39AZ6mcqv</latexit>

(A,X)

<latexit sha1_base64="pH2TjhUJEAWzdwo7BHvtZvH1HOY=">AAACD3icdVDLSsNAFJ34rPXRqEs3g0WoICFpg627qhuXFewD2lAm00k7dPJgZiKWkI9w7Va/wZ249RP8BP/CSVuhFT1w4XDOvdzDcSNGhTTNT21ldW19YzO3ld/e2d0r6PsHLRHGHJMmDlnIOy4ShNGANCWVjHQiTpDvMtJ2x9eZ374nXNAwuJOTiDg+GgbUoxhJJfX1QqnnIzlyveTyDHbS075eNA2zWrMrFlwgduWibJ1DyzCnKII5Gn39qzcIceyTQGKGhOhaZiSdBHFJMSNpvhcLEiE8RkPSVTRAPhFOMg2ewhOlDKAXcjWBhFN18SJBvhAT31WbWUrx28vEv7xuLL2ak9AgiiUJ8OyRFzMoQ5i1AAeUEyzZRBGEOVVZIR4hjrBUXS19iR6yaCKF+bzq5qcA+D9plQ3LNuxbu1i/mreUA0fgGJSABaqgDm5AAzQBBjF4As/gRXvUXrU37X22uqLNbw7BErSPb0gdm8g=</latexit>

Graph (A,H)

<latexit sha1_base64="lGxGSzP1PCnAOMXuFIGp+S2dggc=">AAACD3icdVDLSsNAFJ3UV42PRl26GSxCBQlJG2zdVd10WcE+oC1lMp20QycPZiZiCf0I1271G9yJWz/BT/AvnLQVWtEDFw7n3Ms9HDdiVEjL+tQya+sbm1vZbX1nd28/ZxwcNkUYc0waOGQhb7tIEEYD0pBUMtKOOEG+y0jLHd+kfuuecEHD4E5OItLz0TCgHsVIKqlv5ApdH8mR6yVX57A2Pesbecu0yhWnZMMl4pQui/YFtE1rhjxYoN43vrqDEMc+CSRmSIiObUWylyAuKWZkqndjQSKEx2hIOooGyCeil8yCT+GpUgbQC7maQMKZunyRIF+Iie+qzTSl+O2l4l9eJ5ZepZfQIIolCfD8kRczKEOYtgAHlBMs2UQRhDlVWSEeIY6wVF2tfIke0mhiCnVddfNTAPyfNIum7ZjOrZOvXi9ayoJjcAIKwAZlUAU1UAcNgEEMnsAzeNEetVftTXufr2a0xc0RWIH28Q0uTZu4</latexit>

Embeddings

Different instances of GNN layers

<latexit sha1_base64="PWvpnsZePlFSVj30YlwPaAi5tq8=">AAACg3icdVFdb9MwFHUCg1G+OnhjLxYVUquhKhml68ukabzwhIZEt0l1iRzXSW7nOJbtICorj/xIfgEP/AmctkjdBFeydHTO8b3Xx6kSYGwU/QzCe/f3Hjzcf9R5/OTps+fdgxeXpqo141NWiUpfp9RwAZJPLVjBr5XmtEwFv0pvPrT61TeuDVTyi10pPi9pLiEDRq2nku4PUlJbpJkrmgS+ur44igfNKVEFkHPIc9G/qw+at5ikkFdK1CZxS0xA4rWJUeE+eVeDWeJg2WCiDBDBM7vTZNMiWRINeWEHmyGDpNuLhtHJZPQuxjtgFL8fT8Y4Hkbr6qFtXSTdX2RRsbrk0jJBjZnFkbJzR7UFJnjTIbXhirIbmvOZh5KW3MzdOq4Gv/HMAmeV9kdavGZ3bzhaGrMqU+9s9zZ3tZb8lzarbTaZO5CqtlyyzaCsFthWuM0eL0BzZsXKA8o0+F0xK6imzPofujVFfW9XM03HJ/P3+fj/4PJ4GI+H48+j3tn5NqN9dIheoz6K0Qk6Qx/RBZoihn4HB8Gr4DDcC4/C43C0sYbB9s5LdKvC0z//VcU0</latexit>
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⌘ !
Convolutional GNNs (e.g., ChebNet, GCN, SGC) 

node degree

GNNs with Attention (e.g., GAT) 

attention mechanism

<latexit sha1_base64="iNqMhKjVDN4LZCRDYpso6E4Wq/4=">AAACu3icdVFdb9MwFHXC11a+CjzuxaJCagVUCZSuL5Om8QIvaHx0m1SX6MZ1EneOY9kOoory0/gh+wX7GzhpJ7YCV7J0dO45vsfXsRLc2CC48Pxbt+/cvbez27n/4OGjx90nT09MUWrKprQQhT6LwTDBJZtabgU7U5pBHgt2Gp+/b/qnP5g2vJDf7EqxeQ6p5AmnYB0VdX+RHGwWJ1VWR/x71Rcvw0F9QFTGyRFPU9Hf7g/qV5jEPC2UKE1ULTHhErciCqL65FQ1JiBUBkSwxP7lfx22N/xhl1csJpqnmR1gogzfNq9HR8uNZh1uEHV7wTDYn4zehvgaGIXvxpMxDodBWz20qeOoe0kWBS1zJi0VYMwsDJSdV6Atp4LVHVIapoCeQ8pmDkrImZlX7Zpr/MIxC5wU2h1pccted1SQG7PKY6dscpvtXkP+qzcrbTKZV1yq0jJJ14OSUmBb4ObP8IJrRq1YOQBUc5cV0ww0UOt+9sYU9bOJZuqO28zV8/H/wcmbYTgejj+PeodHmx3toD30HPVRiPbRIfqAjtEUUa/nffS+eF/9A5/6S1+spb638TxDN8ovfwPnGtpH</latexit>
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1. How to design deep GNNs?
– Graph rewiring to address over-smoothing and over-squashing (SJLR, TRIGON)

2. How to compute graph-level representations?
– Hierarchical clustering-based graph pooling (HOSCPOOL)

3. (if time permits) How to improve generalization of GNNs?
– Framework for graph data augmentation (GRATIN)

Challenges in GNN Model Design

14

Leverage structural graph priors: connectivity, geometry, and local patterns



Over-smoothing and Over-squashing in GNNs
w/ J.H. Giraldo, H. Attali, K. Skianis, T. Bouwmans, T. Papastergiou, N. Pernelle 

CIKM ’23, CIKM ’25

J.H. Giraldo
Télécom Paris

H. Attali
Univ.  Sorbonne Paris Nord



Long-range Dependencies and Deep GNNs

16

Long-range dependencies



Long-range Dependencies and Deep GNNs
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Long-range dependencies

Messages

• Over-smoothing: node embeddings become indistinguishable with more GNN layers



Long-range Dependencies and Deep GNNs

18

Long-range dependencies

Messages Bottlenecks

• Over-smoothing: node embeddings become indistinguishable with more GNN layers

• Over-squashing: information from distant nodes is squeezed on bottleneck edges

[Oono and Suzuki, ICLR ‘20], [Alon and Yahav, ICLR ‘21]



• We establish a fundamental topological relationship between over-
smoothing and over-squashing in deep GNNs

• We found that the spectral gap of a graph is intrinsically related to both 
problems

• There is an inherent trade-off between over-smoothing and over-squashing

• We introduce a curvature- and triangle-based algorithms to mitigate this 
trade-off

Overview of Key Findings 

19



• For a random walk transition matrix     and initial distribution                      ,  we 
can compute s such that 

The Over-smoothing — Over-squashing Trade-off
The stationary distribution on graphs

20
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<latexit sha1_base64="Pw1wUpikUIb4YP0ncMPB3LuaGSk=">AAACJ3icdVDLSsNAFJ3UV42vqks3g6XgqiRtsNVV0Y3LKvYBTSiT6aQdOnkwMxFLyBf4JS7d6ke4E1269iectBVa0QsXDufcyz33uBGjQhrGh5ZbWV1b38hv6lvbO7t7hf2DtghjjkkLhyzkXRcJwmhAWpJKRroRJ8h3Gem448tM79wRLmgY3MpJRBwfDQPqUYykovqFku0jOXK9xEvPpxAjlrRTaMsQziQ3uUn7haJRNmp1q2rCBWBVzyrmKTTLxrSKYF7NfuHLHoQ49kkgMUNC9Ewjkk6CuKSYkVS3Y0EihMdoSHoKBsgnwkmm76SwpJgB9EKuOpBwyi5uJMgXYuK7ajJzKH5rGfmX1oulV3cSGkSxJAGeHfJiBtWvWTZwQDnBkk0UQJhT5RXiEeIIS5Xg0pXoPrMmUl2Huq7S+YkA/g/albJpla1rq9i4mOeUB0fgGJwAE9RAA1yBJmgBDB7AE3gGL9qj9qq9ae+z0Zw23zkES6V9fgPWJKZF</latexit>

P

<latexit sha1_base64="PGk9uwGWIwpL+kgr50Hr/xBrRoU=">AAACCnicdVDLSsNAFJ34rPFVdelmsAiuQtIGW3dFNy4r2Ae2oUymk3boZBJmJmIJ+QOXbvUj3Ilbf8Jv8CectBVa0QMDh3Pu5Z45fsyoVLb9aaysrq1vbBa2zO2d3b394sFhS0aJwKSJIxaJjo8kYZSTpqKKkU4sCAp9Rtr++Cr32/dESBrxWzWJiReiIacBxUhp6a4XIjXyg7SR9Ysl27KrNbfiwAXiVi7Kzjl0LHuKEpij0S9+9QYRTkLCFWZIyq5jx8pLkVAUM5KZvUSSGOExGpKuphyFRHrpNHEGT7UygEEk9OMKTtXFjRSFUk5CX0/mCeVvLxf/8rqJCmpeSnmcKMLx7FCQMKgimH8fDqggWLGJJggLqrNCPEICYaVLWroSP+TRZGaa0DR1Oz8VwP9Jq2w5ruXeuKX65bynAjgGJ+AMOKAK6uAaNEATYMDBE3gGL8aj8Wq8Ge+z0RVjvnMElmB8fAOvppqf</latexit>

⇡

<latexit sha1_base64="UTBFQimF1D+HnSA7ErQx6vMDF+E=">AAACEnicdVDLSsNAFJ34rPEVdelmsAiuQtIGW3dFNy4r2Ac0oUwm03bo5MHMpFhC/sKlW/0Id+LWH/Ab/AknbYVW9MAwh3Pu5R6OnzAqpGV9amvrG5tb26UdfXdv/+DQODpuizjlmLRwzGLe9ZEgjEakJalkpJtwgkKfkY4/vin8zoRwQePoXk4T4oVoGNEBxUgqqW8Yrh+zQExD9WVuQvO+UbZMq1Z3qjZcIk71qmJfQtu0ZiiDBZp948sNYpyGJJKYISF6tpVIL0NcUsxIrrupIAnCYzQkPUUjFBLhZbPkOTxXSgAHMVcvknCmLm9kKBRFODUZIjkSv71C/MvrpXJQ9zIaJakkEZ4fGqQMyhgWNcCAcoIlmyqCMKcqK8QjxBGWqqyVK8lDEU3kug51XbXzUwH8n7Qrpu2Yzp1TblwveiqBU3AGLoANaqABbkETtAAGE/AEnsGL9qi9am/a+3x0TVvsnIAVaB/fdR2dtg==</latexit>

– GNNs converge exponentially fast to the stationary distribution      when stacking 
several layers          over-smoothing

– The convergence depends on the spectral gap λ2

s: number of GNN layers
λ2 : spectral gap of L

[Chung, Spectral Graph Theory, ‘92], [Oono and Suzuku, ICLR ‘20], [Wu et al. ICML ‘19]
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<latexit sha1_base64="13vUggInL0B7f/cosbwdGaOgtnw=">AAACg3icdVFdT9swFHUyGKz7oGxv48VahYQ0USUlgu5hEtpe9lgkWpCaNnKcGzA4TrAdRGX5cT9yv2AP+xNz0g4BGleyfHTOvb73HqcVZ0oHwS/Pf7G2/nJj81Xn9Zu377a62+8nqqwlhTEteSnPU6KAMwFjzTSH80oCKVIOZ+n190Y/uwWpWClO9aKCWUEuBMsZJdpRSfdnPAGpcVwQfZnmJrdz02KVm1Nr7/mRnSu8j+O05JlaFO4yccWcvqzmcINhbvaVg653RpKB03JJaPPaXcJwrG6kNlnCrHUUE8nVPXVlbdLtBf3gaBgdhPgBiMIvh8EQh/2gjR5axSjp/o6zktYFCE05UWoaBpWeGSI1oxxsJ64VVIRekwuYOihIAWpmWrss3nVMhvNSuiM0btmHFYYUqlnSZbZWPNUa8n/atNb5cGaYqGoNgi4b5TXHusSN9zhjEqjmCwcIlczNiuklcS5p90OPulR3zWjKdpwz/9bHz4PJoB9G/egk6h1/W3m0iXbQJ7SHQnSEjtEPNEJjRNEfb9v76O346/5nf+BHy1TfW9V8QI/C//oXsfDGrw==</latexit>

• Consider a simple GNN model without nonlinearities (e.g., SGC)
– Repeated message passing is equivalent to applying a random walk operator

Layer l=0

…

Layer l=1 Layer l=s

over-smoothing 
⚠



The Over-smoothing — Over-squashing Trade-off
Cheeger constant and bottlenecks
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• Cheeger constant and spectral gap: 2hG � �2 �
h2

G

2

<latexit sha1_base64="snvrwDlbtzwHmP6b4DYnsUjYvNo=">AAACKnicdVDLSsNAFJ34rPEVdelmsAhdlSQNtu6KLnRZwT6grWEynbRDJw9nJmIJ+QW/xKVb/Qh3xa07f8LpQ2hFLwyce8493DvHixkV0jTH2srq2vrGZm5L397Z3ds3Dg4bIko4JnUcsYi3PCQIoyGpSyoZacWcoMBjpOkNLyd684FwQaPwVo5i0g1QP6Q+xUgqyjUK9sC9gp0+uYcdpmw95Nrz1ucIp0q9s7PUzlwjbxbNcsUpWXABOKVz2zqDVtGcVh7Mq+YaX51ehJOAhBIzJETbMmPZTRGXFDOS6Z1EkBjhIeqTtoIhCojoptMfZfBUMT3oR1y9UMIpu+hIUSDEKPDUZIDkQPzWJuRfWjuRfqWb0jBOJAnxbJGfMCgjOIkH9ignWLKRAghzqm6FeIBUElKFuLQlfpycJjJdh7qu0vmJAP4PGnbRcorOjZOvXsxzyoFjcAIKwAJlUAXXoAbqAIMn8AJewZv2rL1rY+1jNrqizT1HYKm0z29wdKXe</latexit>

– Small Cheeger constant  hG and λ2 imply bottlenecks          over-squashing

[Chung, Spectral Graph Theory, ‘92]

• The Cheeger constant hG of a graph

– Captures structural bottlenecks in the graph

sum of node 
degrees in   

edge boundary
(# of edges crossing the cut)

<latexit sha1_base64="HGx11guWAQWSnlBXkJTNZR+lHeE=">AAACB3icdVDLSgMxFM3UV62vqks3wSK4Gma0tl0W3bisaB8wHUomzbShmWRIMmIZ+gF+gFv9BHfi1s/wC/wNM22FVvTAhcM593LPvUHMqNKO82nlVlbX1jfym4Wt7Z3dveL+QUuJRGLSxIIJ2QmQIoxy0tRUM9KJJUFRwEg7GF1lfvueSEUFv9PjmPgRGnAaUoy0kbxuhPQQI5beTnrFkmM71Vr53IULpOy61coFdG1nihKYo9ErfnX7AicR4RozpJTnOrH2UyQ1xYxMCt1EkRjhERoQz1COIqL8dBp5Ak+M0oehkKa4hlN1cSJFkVLjKDCdWUT128vEvzwv0WHNTymPE004ni0KEwa1gNn9sE8lwZqNDUFYUpMV4iGSCGvzpaUt8UMWTU0K5jM/58P/SevMdit25aZcql/Of5QHR+AYnAIXVEEdXIMGaAIMBHgCz+DFerRerTfrfdaas+Yzh2AJ1sc3OfCawQ==</latexit>S

<latexit sha1_base64="EheMIARAjtvt6Xs08cBR2xkG88M=">AAACwHicdVHbahsxENVub6l7c9PHvoiaggvB7CaunYcUQvrQPpWU1hewzKKVtbGIVruRZkNcWT/Xv+gX9DeqddywKemAYDjnDHN0Ji2lMBBFv4Lw3v0HDx/tPG49efrs+Yv2y92xKSrN+IgVstDTlBouheIjECD5tNSc5qnkk/T8Y81PLrk2olDfYVXyeU7PlMgEo+ChpP1zmXz6QHKhcGJJTmHJqLTfHCamSg0HfION3R6OjtYNzRoTyS8wyTRldt0Qrp3dd+6GKKkGQSVujjpb7+wS4FdgLwvpug323R6+ixg74h35sco0xS5pd6JeNDzsH8S40fTjeDh4j+NetKkO2tZp0v5NFgWrcq6ASWrMLI5KmNvaJpPctUhleEnZOT3jM98qmnMzt5usHX7rkQXOCu2fArxBmxOW5sas8tQra5PmX64G7+JmFWSHcytUWQFX7HpRVkkMBa4PhxdCcwZy5RvKtPBeMVtSHzH4897aUl7V1oxr+WT+fh//vxnv9+JBb/C13zk+2Wa0g16jN6iLYjREx+gzOkUjxIJu8CWYBNPwJFyGRXhxLQ2D7cwrdKvCH38ABBLgrA==</latexit>

hG = min
S⇢V,0<|S| |V|2

|@S|
min(vol(S),vol(V \ S)



The Over-smoothing — Over-squashing Trade-off
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hG �
1
2s

log

0
BBBB@

maxi
p

di

✏min j
p

dj

1
CCCCA

<latexit sha1_base64="g3vfNcwHNcsiiiOpiVJ8VcLtB6A=">AAACYHicdZDLbhMxFIad4RaGS1PYwcYiQiqbaCYd0bKrYAHLIpG2UhxGHufMxK0vU/sMajSat+Ml2LKEJTwAThpQi+BItn79v4/P0VfUSnpMki+96MbNW7fv9O/G9+4/eLg12H505G3jBEyEVdadFNyDkgYmKFHBSe2A60LBcXH2ZpUffwLnpTUfcFnDTPPKyFIKjsHKBx8X+VvKKjinrHRctGnXjn1HmbJVuKDEnU3ANL/IJWX+3GE7z2XXtQxqL5U1lGlp8tM/2WkXPnCyWuCLfDBMRsnefrab0isi2301Tl/SdJSsa0g2dZgPvrO5FY0Gg0Jx76dpUuOs5Q6lUNDFrPFQc3HGK5gGabgGP2vXHDr6PDhzWloXjkG6dq92tFx7v9RFeKk5Lvzf2cr8VzZtsNyftdLUDYIRl4PKRlG0dAWVzqUDgWoZBBdOhl2pWPCADQP6a1Pqi9VqvotjGseBzm8E9P/iaDxKs1H2PhsevN5w6pOn5BnZISnZIwfkHTkkEyLIZ/KN/CA/e1+jfrQVbV8+jXqbnsfkWkVPfgErZbmh</latexit>

The trade-off
• If s → 0 then hG →	∞: reduce bottlenecks by accelerating 

convergence to the stationary distribution. Over-smoothing. 

• If hG → 0 then s →	∞: avoid converging to the stationary 
distribution by promoting a bottleneck-like structure. Over-squashing.

[Chung, Spectral Graph Theory, ‘92]

• We can increase mixing time by removing some 
edges
– Alleviate over-smoothing

• We increase λ2 by adding edges, improving hG

– Alleviate over-squashing          
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<latexit sha1_base64="ZiGZe13EF74/dd31BvV3nZ6/V8c=">AAACE3icbVDLSsNAFJ34rPUVFVdugkWoICEpkequ6MZlBfuAJoTJZNIOnUzCzEQsoZ/hB7jVT3Anbv0Av8DfcNIWtNUDFw7nnMu9nCClREjL+tSWlldW19ZLG+XNre2dXX1vvy2SjCPcQglNeDeAAlPCcEsSSXE35RjGAcWdYHhd+J17zAVJ2J0cpdiLYZ+RiCAoleTrh1HVpSoeQr925uJUEJqwU1+vWGb9vHbp2IZlWhP8EHtGKmCGpq9/uWGCshgziSgUomdbqfRyyCVBFI/LbiZwCtEQ9nFPUQZjLLx88v7YOFFKaEQJV8OkMVF/b+QwFmIUByoZQzkQi14h/uf1MhldeDlhaSYxQ9NDUUYNmRhFF0ZIOEaSjhSBiBP1q4EGkEMkVWNzV9KH4jUxLqtm7MUe/pJ2zbQd07l1Ko2rWUclcASOQRXYoA4a4AY0QQsgkIMn8AxetEftVXvT3qfRJW22cwDmoH18A/CAni4=</latexit>

0.05

0.10

0.15

0.20

�
2

<latexit sha1_base64="1vDlz7Vf5apGC6S7WBAumzCFdp0=">AAACBXicdVDLSsNAFJ34rPVVdelmsAiuQhLSh7uiG5cV7EPaUCaTSTt0MgkzE7GErv0At/oJ7sSt3+EX+BtO2gpW9MCFw7n3cs89fsKoVJb1Yaysrq1vbBa2its7u3v7pYPDtoxTgUkLxywWXR9JwignLUUVI91EEBT5jHT88WXe79wRIWnMb9QkIV6EhpyGFCOlpds+06MBGjiDUtkybceuVM+hZbpVjZomNatSrzvQNq0ZymCB5qD02Q9inEaEK8yQlD3bSpSXIaEoZmRa7KeSJAiP0ZD0NOUoItLLZoan8FQrAQxjoYsrOFN/bmQoknIS+XoyQmokf/dy8a9eL1Vh3csoT1JFOJ4fClMGVQzz72FABcGKTTRBWFDtFeIREggrndHSleQ+tyanRZ3M9/vwf9J2TNs13Wu33LhYZFQAx+AEnAEb1EADXIEmaAEMIvAInsCz8WC8GK/G23x0xVjsHIElGO9fGLWZiQ==</latexit>

Removed/Added Edges

Stochastic block model

<latexit sha1_base64="0XKaVIYcI/h4GwOlyXA5Uti/7gk=">AAACb3icbVFdSxtBFJ1dWz9iP9L2wQehDIZCAiXsBqv1oSD2xUcLRoVMWGZnZ5PR+Vhn7hbDsr+z9Bf47A8QOkkWq7YXZjicc+7cy5m0kMJBFP0OwpUXL1fX1jdam69ev3nbfvf+zJnSMj5kRhp7kVLHpdB8CAIkvygspyqV/Dy9+j7Xz39y64TRpzAr+FjRiRa5YBQ8lbSv8y6R3p7RZPCZ8MIJaXTvG8ktZVVcVw9ijYk0E3/xHLpLmSh6kwhM3LWFKktE7e3NC5gooZPLB+2y9v1WTKbQS9qdqL//ZXCwG+OoHy3qL4gb0EFNnSTtW5IZViqugUnq3CiOChhX1IJgktctUjpeUHZFJ3zkoaaKu3G1iKbGnzyT4dxYfzTgBfu4o6LKuZlKvVNRmLrn2pz8nzYqIf86roQuSuCaLQflpcRg8DxnnAnLGciZB5RZ4XfFbEp9bOB/48mU4ma+mqtbPpn4eQ7/grNBP97r7/3Y7RweNRmto220g7ooRvvoEB2jEzREDP1C98FqsBbchVvhxxAvrWHQ9HxATyrs/QFckL9K</latexit>
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• We target to manipulate the spectral gap λ2 via graph rewiring
• We borrow ideas from graph curvature κ(i,j)

– Increasing curvature improves the spectral gap

The SJLR Algorithm: Key Ingredients

23

• SJLR: Stochastic Jost and Liu Curvature (JLC) Rewiring
– JLC: curvature metric based on triangles
– Greedy algorithm: adds/removes edges during training to locally improve curvature
– Graph structure + node features
– Good performance in graph with both homophily and heterophily

[Topping et al., ICLR ‘21], [Ollivier, J. Funct. Anal. ‘09], [Jost and Liu, Discrete Comput. Geom. ‘14]

[Bronstein, Physics-inspired GNNs ‘23]
κ(i,j) = 0 κ(i,j) > 0 κ(i,j) < 0

i

<latexit sha1_base64="wW2Onbk6a94pB7yR4lybrTUpu94=">AAAB/XicdVDLSgNBEOz1GeMr6tHLYBA8LbvJYuIt6MVjAuYByRJmJ7PJkNkHM7NiWIIf4FU/wZt49Vv8An/D2SRCIlrQUFR1093lxZxJZVmfxtr6xubWdm4nv7u3f3BYODpuySgRhDZJxCPR8bCknIW0qZjitBMLigOP07Y3vsn89j0VkkXhnZrE1A3wMGQ+I1hpqcH6haJlWpWqU7bREnHKVyX7EtmmNUMRFqj3C1+9QUSSgIaKcCxl17Zi5aZYKEY4neZ7iaQxJmM8pF1NQxxQ6aazQ6foXCsD5EdCV6jQTF2eSHEg5STwdGeA1Uj+9jLxL6+bKL/qpiyME0VDMl/kJxypCGVfowETlCg+0QQTwfStiIywwETpbFa2xA/ZaXKa18n8vI/+J62SaTum03CKtetFRjk4hTO4ABsqUINbqEMTCFB4gmd4MR6NV+PNeJ+3rhmLmRNYgfHxDSc8lkI=</latexit>

j

<latexit sha1_base64="iyQ70JiMtpqE0IxR0JJQ6cy7TKM=">AAAB/XicdVDLTgJBEOzFF+IL9ehlIjHxtNmFjeCN6MUjJPJIYENmhwFGZh+ZmTWSDfEDvOoneDNe/Ra/wN9wFjABo5V0UqnqTneXF3EmlWV9Gpm19Y3Nrex2bmd3b/8gf3jUlGEsCG2QkIei7WFJOQtoQzHFaTsSFPsepy1vfJ36rXsqJAuDWzWJqOvjYcAGjGClpfpdL1+wTKtccUo2WiJO6bJoXyDbtGYowAK1Xv6r2w9J7NNAEY6l7NhWpNwEC8UIp9NcN5Y0wmSMh7SjaYB9Kt1kdugUnWmljwah0BUoNFOXJxLsSznxPd3pYzWSv71U/MvrxGpQcRMWRLGiAZkvGsQcqRClX6M+E5QoPtEEE8H0rYiMsMBE6WxWtkQP6WlymtPJ/LyP/ifNomk7plN3CtWrRUZZOIFTOAcbylCFG6hBAwhQeIJneDEejVfjzXift2aMxcwxrMD4+AYo1ZZD</latexit>

i

<latexit sha1_base64="wW2Onbk6a94pB7yR4lybrTUpu94=">AAAB/XicdVDLSgNBEOz1GeMr6tHLYBA8LbvJYuIt6MVjAuYByRJmJ7PJkNkHM7NiWIIf4FU/wZt49Vv8An/D2SRCIlrQUFR1093lxZxJZVmfxtr6xubWdm4nv7u3f3BYODpuySgRhDZJxCPR8bCknIW0qZjitBMLigOP07Y3vsn89j0VkkXhnZrE1A3wMGQ+I1hpqcH6haJlWpWqU7bREnHKVyX7EtmmNUMRFqj3C1+9QUSSgIaKcCxl17Zi5aZYKEY4neZ7iaQxJmM8pF1NQxxQ6aazQ6foXCsD5EdCV6jQTF2eSHEg5STwdGeA1Uj+9jLxL6+bKL/qpiyME0VDMl/kJxypCGVfowETlCg+0QQTwfStiIywwETpbFa2xA/ZaXKa18n8vI/+J62SaTum03CKtetFRjk4hTO4ABsqUINbqEMTCFB4gmd4MR6NV+PNeJ+3rhmLmRNYgfHxDSc8lkI=</latexit>

j

<latexit sha1_base64="iyQ70JiMtpqE0IxR0JJQ6cy7TKM=">AAAB/XicdVDLTgJBEOzFF+IL9ehlIjHxtNmFjeCN6MUjJPJIYENmhwFGZh+ZmTWSDfEDvOoneDNe/Ra/wN9wFjABo5V0UqnqTneXF3EmlWV9Gpm19Y3Nrex2bmd3b/8gf3jUlGEsCG2QkIei7WFJOQtoQzHFaTsSFPsepy1vfJ36rXsqJAuDWzWJqOvjYcAGjGClpfpdL1+wTKtccUo2WiJO6bJoXyDbtGYowAK1Xv6r2w9J7NNAEY6l7NhWpNwEC8UIp9NcN5Y0wmSMh7SjaYB9Kt1kdugUnWmljwah0BUoNFOXJxLsSznxPd3pYzWSv71U/MvrxGpQcRMWRLGiAZkvGsQcqRClX6M+E5QoPtEEE8H0rYiMsMBE6WxWtkQP6WlymtPJ/LyP/ifNomk7plN3CtWrRUZZOIFTOAcbylCFG6hBAwhQeIJneDEejVfjzXift2aMxcwxrMD4+AYo1ZZD</latexit>

i

<latexit sha1_base64="wW2Onbk6a94pB7yR4lybrTUpu94=">AAAB/XicdVDLSgNBEOz1GeMr6tHLYBA8LbvJYuIt6MVjAuYByRJmJ7PJkNkHM7NiWIIf4FU/wZt49Vv8An/D2SRCIlrQUFR1093lxZxJZVmfxtr6xubWdm4nv7u3f3BYODpuySgRhDZJxCPR8bCknIW0qZjitBMLigOP07Y3vsn89j0VkkXhnZrE1A3wMGQ+I1hpqcH6haJlWpWqU7bREnHKVyX7EtmmNUMRFqj3C1+9QUSSgIaKcCxl17Zi5aZYKEY4neZ7iaQxJmM8pF1NQxxQ6aazQ6foXCsD5EdCV6jQTF2eSHEg5STwdGeA1Uj+9jLxL6+bKL/qpiyME0VDMl/kJxypCGVfowETlCg+0QQTwfStiIywwETpbFa2xA/ZaXKa18n8vI/+J62SaTum03CKtetFRjk4hTO4ABsqUINbqEMTCFB4gmd4MR6NV+PNeJ+3rhmLmRNYgfHxDSc8lkI=</latexit>

j

<latexit sha1_base64="iyQ70JiMtpqE0IxR0JJQ6cy7TKM=">AAAB/XicdVDLTgJBEOzFF+IL9ehlIjHxtNmFjeCN6MUjJPJIYENmhwFGZh+ZmTWSDfEDvOoneDNe/Ra/wN9wFjABo5V0UqnqTneXF3EmlWV9Gpm19Y3Nrex2bmd3b/8gf3jUlGEsCG2QkIei7WFJOQtoQzHFaTsSFPsepy1vfJ36rXsqJAuDWzWJqOvjYcAGjGClpfpdL1+wTKtccUo2WiJO6bJoXyDbtGYowAK1Xv6r2w9J7NNAEY6l7NhWpNwEC8UIp9NcN5Y0wmSMh7SjaYB9Kt1kdugUnWmljwah0BUoNFOXJxLsSznxPd3pYzWSv71U/MvrxGpQcRMWRLGiAZkvGsQcqRClX6M+E5QoPtEEE8H0rYiMsMBE6WxWtkQP6WlymtPJ/LyP/ifNomk7plN3CtWrRUZZOIFTOAcbylCFG6hBAwhQeIJneDEejVfjzXift2aMxcwxrMD4+AYo1ZZD</latexit>



SJLR: The Algorithm
Stochastic Jost and Liu Curvature Rewiring
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1) Good edges to add 2) Score of improvement of adding 3) GNN training(1) Good edges to add (2) Score of improvement of adding (r, s)

<latexit sha1_base64="ACPVhb8JF0o3hhzsicqLbBRGI6k=">AAACAXicbVDLSsNAFL2pr1pfVZduBotQQUoiBV0W3bisYNpCG8pkOmmHTiZhZiKW0JUf4FY/wZ249Uv8An/DSZuFbT0wcDjnXu6Z48ecKW3b31ZhbX1jc6u4XdrZ3ds/KB8etVSUSEJdEvFIdnysKGeCupppTjuxpDj0OW3749vMbz9SqVgkHvQkpl6Ih4IFjGBtJLcqL9R5v1yxa/YMaJU4OalAjma//NMbRCQJqdCEY6W6jh1rL8VSM8LptNRLFI0xGeMh7RoqcEiVl87CTtGZUQYoiKR5QqOZ+ncjxaFSk9A3kyHWI7XsZeJ/XjfRwbWXMhEnmgoyPxQkHOkIZT9HAyYp0XxiCCaSmayIjLDERJt+Fq7ET1k0NS2ZZpzlHlZJ67Lm1Gv1+3qlcZN3VIQTOIUqOHAFDbiDJrhAgMELvMKb9Wy9Wx/W53y0YOU7x7AA6+sX3z6XHA==</latexit>

(3) GNN training

Ea

<latexit sha1_base64="l93rG8Vvs8m8O0D7SfcQruV45X8=">AAACJHicdVDLSgNBEOz1Gddn9OhlMAiell0JedxEETxGMImQxNA7mdXB2Qczs2Jc8h9e9eDXeBMPXvwWZ5MIRrRhmKK6m6ouPxFcadf9sObmFxaXlgsr9ura+sbmVnG7peJUUtaksYjlpY+KCR6xpuZasMtEMgx9wdr+7Uneb98xqXgcXehhwnohXkc84BS1oa66IeobiiI7HfWR9LdKrlOplz2vRlzHM3+1YkC9UqscVonnuOMqwbQa/aIF3UFM05BFmgpUquO5ie5lKDWngo3sbqpYgvQWr1nHwAhDpnrZ2PaI7BtmQIJYmhdpMmZ/bmQYKjUMfTOZ21S/ezn5V6+T6qDWy3iUpJpFdCIUpILomOQZkAGXjGoxNACp5MYroTcokWqT1IxKcp9bUzOHZLlggg/xiNi2bTL7Dob8D1qHJk6nfF4uHR1P0yvALuzBAXhQhSM4gwY0gYKER3iCZ+vFerXerPfJ6Jw13dmBmbI+vwB4iKRq</latexit>

E(r,s)

<latexit sha1_base64="tcEO14ik7//J/qFSZRqXpqwDZD0=">AAACLHicdVBbSwJBGP22q203rd56GZLAIGRXxMubFEGPBmmCisyOow7OXpiZjXTZ/9JrPfRreonotd/RrBpk1AcDh3O+j3PmOAFnUlnWm7Gyura+sZnaMrd3dvf205mDpvRDQWiD+NwXLQdLyplHG4opTluBoNh1OL1zxpeJfndPhWS+d6smAe26eOixASNYaaqXPuq4WI0I5tFV3Ity4lyexaiXzlp526pWrCKy8tZsNKiWKqVCGdkLJguLqfcyBnT6Pgld6inCsZRt2wpUN8JCMcJpbHZCSQNMxnhI2xp62KWyG83ix+hUM3008IV+nkIz9udFhF0pJ66jN5Ow8reWkH9p7VANKt2IeUGoqEfmRoOQI+WjpAvUZ4ISxScaYCKYzorICAtMlG5sySV4SKLJpY9EiWGAp36MTNPUnX0Xg/4HzULeLuaLN8Vs7WLRXgqO4QRyYEMZanANdWgAgSk8whM8Gy/Gq/FufMxXV4zFzSEsjfH5BSm/prU=</latexit>

1
|E(r,s)|

Â
(i0 ,j0)2E(r,s)

JLC0(i0, j0)� JLC(i0, j0)

<latexit sha1_base64="F+sGmkkHK+352ywXhw8URzgC3GQ=">AAACq3ichVFdS9xAFJ2kX5p+uNZHHxy6lN0FXRJZaB+lIhTxwdKuSjfLMpm90dHJJMzcFLdDfoW/zp/SNycxBVcLvTDM4dxz5t65NymkMBiGt57/7PmLl69WVoPXb96+W+usvz8xeak5jHkuc32WMANSKBijQAlnhQaWJRJOk6v9On/6C7QRufqBiwKmGTtXIhWcoaNmnZs41YzbqLKxkyGNmydtIktwVMbwgjNpD6qZ7ettM6gq2ujcZcrMkaK3fdkb0Fio/1udCeEa7eHRftX769x5QLbcrNMNh2ET9CmIWtAlbRzP1j0Sz3NeZqCQS2bMJAoLnFqmUXAJVRCXBgrGr9g5TBxULAMztU2/Ff3omDlNc+2OQtqwDx2WZcYsssQp60+Zx7ma/FduUmL6eWqFKkoExe8LpaWkmNN6FXQuNHCUCwcY18L1SvkFc+tAt7ClKsV13ZpZ+oitCxbsd17RIAjczKLHE3oKTnaH0Wg4+jbq7n1pp7dCNskH0icR+UT2yFdyTMaEkz/eltf3Bv6O/93/6cf3Ut9rPRtkKXy4AwDu0Uk=</latexit>

softmax(afa � (1 � a)a(l)n )

<latexit sha1_base64="qeI2/6DrCm0xQ/uo4OxXxVwJo0g=">AAACYnicbVBNaxsxEJU3/Ui3X3ZzbA+ipmAfYnaDoTmG9lJ6SqBOAl53mZW1sYhWEtJssSP2P/XXBHpqD/0h0do+1EkHhB7vzfBmXmGkcJgkvzrR3qPHT57uP4ufv3j56nW39+bc6doyPmFaantZgONSKD5BgZJfGsuhKiS/KK4/t/rFD26d0OobrgyfVXClRCkYYKDy7tcM+RK90yVWsGwGGUizAJoVWs7dqgqfz8xCNDnQQzpIDzf6kGYV4KIoPTS5+u4HctgM824/GSXrog9BugV9sq3TvNch2VyzuuIKmQTnpmlicObBomCSN3FWO26AXcMVnwaooOJu5tdHN/RDYOa01DY8hXTN/jvhoXLtBaGz3dXd11ryf9q0xvJ45oUyNXLFNkZlLSlq2iZI58JyhnIVADArwq6ULcACw5DzjotZtqu5nUN8a2jgRjc0juOQWXo/oYfg/GiUjkfjs3H/5NM2vX3ylrwnA5KSj+SEfCGnZEIY+UluyW/yp/M3iqNedLBpjTrbmQOyU9G7O2HtuMg=</latexit>

softmax(afd � (1 � a)d(l)
n )

<latexit sha1_base64="Al0f0w4eoTqXHnk5pwpPchKV3lY=">AAACYnicbVBNbxMxEHWWr7J8JfQIB4sIKTk02q0i0WMFF8SpSKStlA2rWa+3seq1LXsWJbX2P/FrkDjBgR+CN8mBtIxk+em9Gb2ZVxgpHCbJz1507/6Dh48OHsdPnj57/qI/eHnudGMZnzEttb0swHEpFJ+hQMkvjeVQF5JfFNcfOv3iG7dOaPUF14YvarhSohIMMFB5/1OGfIXe6QprWLWjDKRZAs0KLUu3rsPnM7MUbV7SIzpKj7b6mGY14LKofNnm6qsfyXE7zvvDZJJsit4F6Q4Mya7O8kGPZKVmTc0VMgnOzdPE4MKDRcEkb+OscdwAu4YrPg9QQc3dwm+ObunbwJS00jY8hXTD/jvhoXbdBaGz29Xd1jryf9q8wepk4YUyDXLFtkZVIylq2iVIS2E5Q7kOAJgVYVfKlmCBYch5z8WsutXc3iG+MzRwo1sax3HILL2d0F1wfjxJp5Pp5+nw9P0uvQPyirwhI5KSd+SUfCRnZEYY+U5+kF/kd+9PFEeD6HDbGvV2M4dkr6LXfwFsoLjO</latexit>

Addition

Dropping

(1) Compute a bank of candidate edges to add
– Calculate and sort edges (i, j) based on the Jost and Liu Curvature (JLC)

(2) Associate a score to every edge 
– Average improvement of curvature of adding           to the graph 

<latexit sha1_base64="9c7fwH7zaPcY+Qz7nliDy8W6H5k=">AAACCXicdVDLSsNAFJ34rPVVdelmsAiuQlLbRndFEVxWsA9oQ5lMJ+3QySTOTMQS8gV+gFv9BHfi1q/wC/wNJ32AFT0wcDjnXu6Z40WMSmVZn8bS8srq2npuI7+5tb2zW9jbb8owFpg0cMhC0faQJIxy0lBUMdKOBEGBx0jLG11mfuueCElDfqvGEXEDNODUpxgpLbndAKkhRiy5SnuoVyhapuNUy44NLdOek/NTp1SpQNu0JiiCGeq9wle3H+I4IFxhhqTs2Fak3AQJRTEjab4bSxIhPEID0tGUo4BIN5mETuGxVvrQD4V+XMGJ+nMjQYGU48DTk1lI+dvLxL+8Tqz8MzehPIoV4Xh6yI8ZVCHMGoB9KghWbKwJwoLqrBAPkUBY6Z4WrkQPWTSZ5nUz8+/D/0mzZNpVs3pTLtYuZh3lwCE4AifABg6ogWtQBw2AwR14As/gxXg0Xo034306umTMdg7AAoyPb8bxm5o=</latexit>Ea

(3) Graph rewiring during training
– Add and drop edges stochastically based on the JLC metric + node feature similarity

1) Good edges to add 2) Score of improvement of adding 3) GNN training(1) Good edges to add (2) Score of improvement of adding (r, s)

<latexit sha1_base64="ACPVhb8JF0o3hhzsicqLbBRGI6k=">AAACAXicbVDLSsNAFL2pr1pfVZduBotQQUoiBV0W3bisYNpCG8pkOmmHTiZhZiKW0JUf4FY/wZ249Uv8An/DSZuFbT0wcDjnXu6Z48ecKW3b31ZhbX1jc6u4XdrZ3ds/KB8etVSUSEJdEvFIdnysKGeCupppTjuxpDj0OW3749vMbz9SqVgkHvQkpl6Ih4IFjGBtJLcqL9R5v1yxa/YMaJU4OalAjma//NMbRCQJqdCEY6W6jh1rL8VSM8LptNRLFI0xGeMh7RoqcEiVl87CTtGZUQYoiKR5QqOZ+ncjxaFSk9A3kyHWI7XsZeJ/XjfRwbWXMhEnmgoyPxQkHOkIZT9HAyYp0XxiCCaSmayIjLDERJt+Fq7ET1k0NS2ZZpzlHlZJ67Lm1Gv1+3qlcZN3VIQTOIUqOHAFDbiDJrhAgMELvMKb9Wy9Wx/W53y0YOU7x7AA6+sX3z6XHA==</latexit>

(3) GNN training

Ea

<latexit sha1_base64="l93rG8Vvs8m8O0D7SfcQruV45X8=">AAACJHicdVDLSgNBEOz1Gddn9OhlMAiell0JedxEETxGMImQxNA7mdXB2Qczs2Jc8h9e9eDXeBMPXvwWZ5MIRrRhmKK6m6ouPxFcadf9sObmFxaXlgsr9ura+sbmVnG7peJUUtaksYjlpY+KCR6xpuZasMtEMgx9wdr+7Uneb98xqXgcXehhwnohXkc84BS1oa66IeobiiI7HfWR9LdKrlOplz2vRlzHM3+1YkC9UqscVonnuOMqwbQa/aIF3UFM05BFmgpUquO5ie5lKDWngo3sbqpYgvQWr1nHwAhDpnrZ2PaI7BtmQIJYmhdpMmZ/bmQYKjUMfTOZ21S/ezn5V6+T6qDWy3iUpJpFdCIUpILomOQZkAGXjGoxNACp5MYroTcokWqT1IxKcp9bUzOHZLlggg/xiNi2bTL7Dob8D1qHJk6nfF4uHR1P0yvALuzBAXhQhSM4gwY0gYKER3iCZ+vFerXerPfJ6Jw13dmBmbI+vwB4iKRq</latexit>

E(r,s)

<latexit sha1_base64="tcEO14ik7//J/qFSZRqXpqwDZD0=">AAACLHicdVBbSwJBGP22q203rd56GZLAIGRXxMubFEGPBmmCisyOow7OXpiZjXTZ/9JrPfRreonotd/RrBpk1AcDh3O+j3PmOAFnUlnWm7Gyura+sZnaMrd3dvf205mDpvRDQWiD+NwXLQdLyplHG4opTluBoNh1OL1zxpeJfndPhWS+d6smAe26eOixASNYaaqXPuq4WI0I5tFV3Ity4lyexaiXzlp526pWrCKy8tZsNKiWKqVCGdkLJguLqfcyBnT6Pgld6inCsZRt2wpUN8JCMcJpbHZCSQNMxnhI2xp62KWyG83ix+hUM3008IV+nkIz9udFhF0pJ66jN5Ow8reWkH9p7VANKt2IeUGoqEfmRoOQI+WjpAvUZ4ISxScaYCKYzorICAtMlG5sySV4SKLJpY9EiWGAp36MTNPUnX0Xg/4HzULeLuaLN8Vs7WLRXgqO4QRyYEMZanANdWgAgSk8whM8Gy/Gq/FufMxXV4zFzSEsjfH5BSm/prU=</latexit>

1
|E(r,s)|

Â
(i0 ,j0)2E(r,s)

JLC0(i0, j0)� JLC(i0, j0)

<latexit sha1_base64="F+sGmkkHK+352ywXhw8URzgC3GQ=">AAACq3ichVFdS9xAFJ2kX5p+uNZHHxy6lN0FXRJZaB+lIhTxwdKuSjfLMpm90dHJJMzcFLdDfoW/zp/SNycxBVcLvTDM4dxz5t65NymkMBiGt57/7PmLl69WVoPXb96+W+usvz8xeak5jHkuc32WMANSKBijQAlnhQaWJRJOk6v9On/6C7QRufqBiwKmGTtXIhWcoaNmnZs41YzbqLKxkyGNmydtIktwVMbwgjNpD6qZ7ettM6gq2ujcZcrMkaK3fdkb0Fio/1udCeEa7eHRftX769x5QLbcrNMNh2ET9CmIWtAlbRzP1j0Sz3NeZqCQS2bMJAoLnFqmUXAJVRCXBgrGr9g5TBxULAMztU2/Ff3omDlNc+2OQtqwDx2WZcYsssQp60+Zx7ma/FduUmL6eWqFKkoExe8LpaWkmNN6FXQuNHCUCwcY18L1SvkFc+tAt7ClKsV13ZpZ+oitCxbsd17RIAjczKLHE3oKTnaH0Wg4+jbq7n1pp7dCNskH0icR+UT2yFdyTMaEkz/eltf3Bv6O/93/6cf3Ut9rPRtkKXy4AwDu0Uk=</latexit>

softmax(afa � (1 � a)a(l)n )

<latexit sha1_base64="qeI2/6DrCm0xQ/uo4OxXxVwJo0g=">AAACYnicbVBNaxsxEJU3/Ui3X3ZzbA+ipmAfYnaDoTmG9lJ6SqBOAl53mZW1sYhWEtJssSP2P/XXBHpqD/0h0do+1EkHhB7vzfBmXmGkcJgkvzrR3qPHT57uP4ufv3j56nW39+bc6doyPmFaantZgONSKD5BgZJfGsuhKiS/KK4/t/rFD26d0OobrgyfVXClRCkYYKDy7tcM+RK90yVWsGwGGUizAJoVWs7dqgqfz8xCNDnQQzpIDzf6kGYV4KIoPTS5+u4HctgM824/GSXrog9BugV9sq3TvNch2VyzuuIKmQTnpmlicObBomCSN3FWO26AXcMVnwaooOJu5tdHN/RDYOa01DY8hXTN/jvhoXLtBaGz3dXd11ryf9q0xvJ45oUyNXLFNkZlLSlq2iZI58JyhnIVADArwq6ULcACw5DzjotZtqu5nUN8a2jgRjc0juOQWXo/oYfg/GiUjkfjs3H/5NM2vX3ylrwnA5KSj+SEfCGnZEIY+UluyW/yp/M3iqNedLBpjTrbmQOyU9G7O2HtuMg=</latexit>

softmax(afd � (1 � a)d(l)
n )

<latexit sha1_base64="Al0f0w4eoTqXHnk5pwpPchKV3lY=">AAACYnicbVBNbxMxEHWWr7J8JfQIB4sIKTk02q0i0WMFF8SpSKStlA2rWa+3seq1LXsWJbX2P/FrkDjBgR+CN8mBtIxk+em9Gb2ZVxgpHCbJz1507/6Dh48OHsdPnj57/qI/eHnudGMZnzEttb0swHEpFJ+hQMkvjeVQF5JfFNcfOv3iG7dOaPUF14YvarhSohIMMFB5/1OGfIXe6QprWLWjDKRZAs0KLUu3rsPnM7MUbV7SIzpKj7b6mGY14LKofNnm6qsfyXE7zvvDZJJsit4F6Q4Mya7O8kGPZKVmTc0VMgnOzdPE4MKDRcEkb+OscdwAu4YrPg9QQc3dwm+ObunbwJS00jY8hXTD/jvhoXbdBaGz29Xd1jryf9q8wepk4YUyDXLFtkZVIylq2iVIS2E5Q7kOAJgVYVfKlmCBYch5z8WsutXc3iG+MzRwo1sax3HILL2d0F1wfjxJp5Pp5+nw9P0uvQPyirwhI5KSd+SUfCRnZEYY+U5+kF/kd+9PFEeD6HDbGvV2M4dkr6LXfwFsoLjO</latexit>

Addition

Dropping

1) Good edges to add 2) Score of improvement of adding 3) GNN training(1) Good edges to add (2) Score of improvement of adding (r, s)

<latexit sha1_base64="ACPVhb8JF0o3hhzsicqLbBRGI6k=">AAACAXicbVDLSsNAFL2pr1pfVZduBotQQUoiBV0W3bisYNpCG8pkOmmHTiZhZiKW0JUf4FY/wZ249Uv8An/DSZuFbT0wcDjnXu6Z48ecKW3b31ZhbX1jc6u4XdrZ3ds/KB8etVSUSEJdEvFIdnysKGeCupppTjuxpDj0OW3749vMbz9SqVgkHvQkpl6Ih4IFjGBtJLcqL9R5v1yxa/YMaJU4OalAjma//NMbRCQJqdCEY6W6jh1rL8VSM8LptNRLFI0xGeMh7RoqcEiVl87CTtGZUQYoiKR5QqOZ+ncjxaFSk9A3kyHWI7XsZeJ/XjfRwbWXMhEnmgoyPxQkHOkIZT9HAyYp0XxiCCaSmayIjLDERJt+Fq7ET1k0NS2ZZpzlHlZJ67Lm1Gv1+3qlcZN3VIQTOIUqOHAFDbiDJrhAgMELvMKb9Wy9Wx/W53y0YOU7x7AA6+sX3z6XHA==</latexit>

(3) GNN training

Ea

<latexit sha1_base64="l93rG8Vvs8m8O0D7SfcQruV45X8=">AAACJHicdVDLSgNBEOz1Gddn9OhlMAiell0JedxEETxGMImQxNA7mdXB2Qczs2Jc8h9e9eDXeBMPXvwWZ5MIRrRhmKK6m6ouPxFcadf9sObmFxaXlgsr9ura+sbmVnG7peJUUtaksYjlpY+KCR6xpuZasMtEMgx9wdr+7Uneb98xqXgcXehhwnohXkc84BS1oa66IeobiiI7HfWR9LdKrlOplz2vRlzHM3+1YkC9UqscVonnuOMqwbQa/aIF3UFM05BFmgpUquO5ie5lKDWngo3sbqpYgvQWr1nHwAhDpnrZ2PaI7BtmQIJYmhdpMmZ/bmQYKjUMfTOZ21S/ezn5V6+T6qDWy3iUpJpFdCIUpILomOQZkAGXjGoxNACp5MYroTcokWqT1IxKcp9bUzOHZLlggg/xiNi2bTL7Dob8D1qHJk6nfF4uHR1P0yvALuzBAXhQhSM4gwY0gYKER3iCZ+vFerXerPfJ6Jw13dmBmbI+vwB4iKRq</latexit>

E(r,s)

<latexit sha1_base64="tcEO14ik7//J/qFSZRqXpqwDZD0=">AAACLHicdVBbSwJBGP22q203rd56GZLAIGRXxMubFEGPBmmCisyOow7OXpiZjXTZ/9JrPfRreonotd/RrBpk1AcDh3O+j3PmOAFnUlnWm7Gyura+sZnaMrd3dvf205mDpvRDQWiD+NwXLQdLyplHG4opTluBoNh1OL1zxpeJfndPhWS+d6smAe26eOixASNYaaqXPuq4WI0I5tFV3Ity4lyexaiXzlp526pWrCKy8tZsNKiWKqVCGdkLJguLqfcyBnT6Pgld6inCsZRt2wpUN8JCMcJpbHZCSQNMxnhI2xp62KWyG83ix+hUM3008IV+nkIz9udFhF0pJ66jN5Ow8reWkH9p7VANKt2IeUGoqEfmRoOQI+WjpAvUZ4ISxScaYCKYzorICAtMlG5sySV4SKLJpY9EiWGAp36MTNPUnX0Xg/4HzULeLuaLN8Vs7WLRXgqO4QRyYEMZanANdWgAgSk8whM8Gy/Gq/FufMxXV4zFzSEsjfH5BSm/prU=</latexit>

1
|E(r,s)|

Â
(i0 ,j0)2E(r,s)

JLC0(i0, j0)� JLC(i0, j0)

<latexit sha1_base64="F+sGmkkHK+352ywXhw8URzgC3GQ=">AAACq3ichVFdS9xAFJ2kX5p+uNZHHxy6lN0FXRJZaB+lIhTxwdKuSjfLMpm90dHJJMzcFLdDfoW/zp/SNycxBVcLvTDM4dxz5t65NymkMBiGt57/7PmLl69WVoPXb96+W+usvz8xeak5jHkuc32WMANSKBijQAlnhQaWJRJOk6v9On/6C7QRufqBiwKmGTtXIhWcoaNmnZs41YzbqLKxkyGNmydtIktwVMbwgjNpD6qZ7ettM6gq2ujcZcrMkaK3fdkb0Fio/1udCeEa7eHRftX769x5QLbcrNMNh2ET9CmIWtAlbRzP1j0Sz3NeZqCQS2bMJAoLnFqmUXAJVRCXBgrGr9g5TBxULAMztU2/Ff3omDlNc+2OQtqwDx2WZcYsssQp60+Zx7ma/FduUmL6eWqFKkoExe8LpaWkmNN6FXQuNHCUCwcY18L1SvkFc+tAt7ClKsV13ZpZ+oitCxbsd17RIAjczKLHE3oKTnaH0Wg4+jbq7n1pp7dCNskH0icR+UT2yFdyTMaEkz/eltf3Bv6O/93/6cf3Ut9rPRtkKXy4AwDu0Uk=</latexit>

softmax(afa � (1 � a)a(l)n )

<latexit sha1_base64="qeI2/6DrCm0xQ/uo4OxXxVwJo0g=">AAACYnicbVBNaxsxEJU3/Ui3X3ZzbA+ipmAfYnaDoTmG9lJ6SqBOAl53mZW1sYhWEtJssSP2P/XXBHpqD/0h0do+1EkHhB7vzfBmXmGkcJgkvzrR3qPHT57uP4ufv3j56nW39+bc6doyPmFaantZgONSKD5BgZJfGsuhKiS/KK4/t/rFD26d0OobrgyfVXClRCkYYKDy7tcM+RK90yVWsGwGGUizAJoVWs7dqgqfz8xCNDnQQzpIDzf6kGYV4KIoPTS5+u4HctgM824/GSXrog9BugV9sq3TvNch2VyzuuIKmQTnpmlicObBomCSN3FWO26AXcMVnwaooOJu5tdHN/RDYOa01DY8hXTN/jvhoXLtBaGz3dXd11ryf9q0xvJ45oUyNXLFNkZlLSlq2iZI58JyhnIVADArwq6ULcACw5DzjotZtqu5nUN8a2jgRjc0juOQWXo/oYfg/GiUjkfjs3H/5NM2vX3ylrwnA5KSj+SEfCGnZEIY+UluyW/yp/M3iqNedLBpjTrbmQOyU9G7O2HtuMg=</latexit>

softmax(afd � (1 � a)d(l)
n )

<latexit sha1_base64="Al0f0w4eoTqXHnk5pwpPchKV3lY=">AAACYnicbVBNbxMxEHWWr7J8JfQIB4sIKTk02q0i0WMFF8SpSKStlA2rWa+3seq1LXsWJbX2P/FrkDjBgR+CN8mBtIxk+em9Gb2ZVxgpHCbJz1507/6Dh48OHsdPnj57/qI/eHnudGMZnzEttb0swHEpFJ+hQMkvjeVQF5JfFNcfOv3iG7dOaPUF14YvarhSohIMMFB5/1OGfIXe6QprWLWjDKRZAs0KLUu3rsPnM7MUbV7SIzpKj7b6mGY14LKofNnm6qsfyXE7zvvDZJJsit4F6Q4Mya7O8kGPZKVmTc0VMgnOzdPE4MKDRcEkb+OscdwAu4YrPg9QQc3dwm+ObunbwJS00jY8hXTD/jvhoXbdBaGz29Xd1jryf9q8wepk4YUyDXLFtkZVIylq2iVIS2E5Q7kOAJgVYVfKlmCBYch5z8WsutXc3iG+MzRwo1sax3HILL2d0F1wfjxJp5Pp5+nw9P0uvQPyirwhI5KSd+SUfCRnZEYY+U5+kF/kd+9PFEeD6HDbGvV2M4dkr6LXfwFsoLjO</latexit>

Addition

Dropping

<latexit sha1_base64="OlkQVEBk71iksQGsEtWa6hmB6R4=">AAACFHicdVDLSgMxFM34rPVVFdy4CRahggwzrX24K4rgsoJ9QKeUTJq2oZnMkGTEMs5v+AFu9RPciVv3foG/YaatYEUPBA7n3Ms9OW7AqFSW9WEsLC4tr6ym1tLrG5tb25md3Yb0Q4FJHfvMFy0XScIoJ3VFFSOtQBDkuYw03dFF4jdviZDU5zdqHJCOhwac9ilGSkvdzH5OnMhjh3LoeEgNMWLRZdxF3UzWMst2oZwvQsvMFzQraHJmFSuVPLRNa4IsmKHWzXw6PR+HHuEKMyRl27YC1YmQUBQzEqedUJIA4REakLamHHlEdqJJ/hgeaaUH+77Qjys4UX9uRMiTcuy5ejIJKX97ifiX1w5Vv9KJKA9CRTieHuqHDCofJmXAHhUEKzbWBGFBdVaIh0ggrHRlc1eCuySajNO6me/vw/9JI2/aJbN0fZqtns86SoEDcAhywAZlUAVXoAbqAIN78AiewLPxYLwYr8bbdHTBmO3sgTkY71/8+J7N</latexit>

(r, s) 2 Ea
<latexit sha1_base64="OlkQVEBk71iksQGsEtWa6hmB6R4=">AAACFHicdVDLSgMxFM34rPVVFdy4CRahggwzrX24K4rgsoJ9QKeUTJq2oZnMkGTEMs5v+AFu9RPciVv3foG/YaatYEUPBA7n3Ms9OW7AqFSW9WEsLC4tr6ym1tLrG5tb25md3Yb0Q4FJHfvMFy0XScIoJ3VFFSOtQBDkuYw03dFF4jdviZDU5zdqHJCOhwac9ilGSkvdzH5OnMhjh3LoeEgNMWLRZdxF3UzWMst2oZwvQsvMFzQraHJmFSuVPLRNa4IsmKHWzXw6PR+HHuEKMyRl27YC1YmQUBQzEqedUJIA4REakLamHHlEdqJJ/hgeaaUH+77Qjys4UX9uRMiTcuy5ejIJKX97ifiX1w5Vv9KJKA9CRTieHuqHDCofJmXAHhUEKzbWBGFBdVaIh0ggrHRlc1eCuySajNO6me/vw/9JI2/aJbN0fZqtns86SoEDcAhywAZlUAVXoAbqAIN78AiewLPxYLwYr8bbdHTBmO3sgTkY71/8+J7N</latexit>

(r, s) 2 Ea
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Table 2: Comparison results of the proposed SJLR algorithm with several state-of-the-art methods to alleviate over-smoothing
and over-squashing with the SGC model as backbone.

Method Cornell Texas Wisconsin Chameleon Squirrel Actor Cora Citeseer Pubmed Overall

Baseline 53.40±2.11 56.69±1.78 47.90±1.73 38.40±0.69 40.52±0.54 29.93±0.16 76.94±1.31 67.45±0.80 71.79±2.13 53.67
GDC [19] 58.65±1.43 57.42±0.74 45.93±1.05 38.13±0.55 36.63±0.31 32.25±0.17 76.02±1.70 66.22±1.13 71.91±2.30 53.68
DE [42] 61.99±1.04 57.88±0.81 54.78±0.89 40.38±0.47 41.28±0.32 30.62±0.17 80.59±0.80 68.63±0.51 74.47±1.65 56.74
PN [56] 53.11±1.36 50.47±1.04 48.72±1.65 41.49±0.68 39.72±0.33 22.58±0.29 75.55±0.42 64.16±0.41 73.81±0.52 52.18

DGN [57] 55.68±1.32 57.42±2.59 50.67±2.08 40.99±0.62 41.72±0.29 29.53±0.18 80.65±0.48 67.65±0.59 74.95±0.59 55.47
SDRF [48] 54.68±1.29 55.36±1.48 47.81±1.51 38.07±0.77 39.94±0.53 30.04±0.17 76.04±1.69 67.60±0.80 69.62±2.35 53.24
FoSR [27] 53.73±1.75 56.33±1.37 47.82±2.14 38.01±0.73 40.68±0.42 30.11±0.18 78.24±0.98 67.04±0.83 72.76±2.35 53.86

SJLR (ours) 67.37±1.64 58.40±1.48 55.42±0.92 40.17±0.49 41.91±0.34 30.81±0.18 81.24±0.77 68.39±0.69 76.28±0.96 57.78

The best and second-best performing methods on each dataset are shown in red and blue, respectively.

Table 3: Comparison results of the proposed SJLR algorithm with several state-of-the-art methods to alleviate over-smoothing
and over-squashing for the GCN model as backbone.

Method Cornell Texas Wisconsin Chameleon Squirrel Actor Cora Citeseer Pubmed Overall

Baseline 67.34±1.50 58.05±0.96 52.10±0.95 40.35±0.48 42.12±0.29 28.62±0.36 81.81±0.26 68.35±0.35 78.25±0.37 57.44
RDC [32] 63.78±1.68 59.47±1.00 50.89±1.00 40.33±0.51 41.98±0.31 28.97±0.33 81.54±0.26 68.70±0.35 78.42±0.39 57.12
GDC [19] 64.18±1.36 56.43±1.15 49.61±0.95 38.49±0.51 33.20±0.29 31.08±0.27 82.63±0.23 69.15±0.30 79.04±0.37 55.98
DE [42] 63.39±1.29 57.41±0.93 47.84±0.86 40.80±0.55 41.68±0.39 29.99±0.21 81.90±0.24 68.99±0.36 78.53±0.26 56.73
PN [56] 64.44±1.39 60.93±1.15 51.78±0.95 40.37±0.59 40.92±0.31 28.21±0.21 78.89±0.32 66.95±0.40 76.60±0.41 56.57

DGN [57] 65.19±1.79 58.91±0.93 50.76±0.92 40.06±0.60 41.30±0.32 28.32±0.36 81.34±0.31 69.25±0.35 78.06±0.42 57.02
FA [1] 53.57±0.00 59.26±0.00 43.02±0.49 27.76±0.29 31.51±0.00 26.69±0.50 29.85±0.00 23.23±0.00 39.24±0.00 37.13

SDRF [48] 63.88±1.68 56.40±0.89 40.99±0.62 40.74±0.45 41.44±0.37 28.95±0.33 81.42±0.26 69.37±0.31 77.74±0.42 55.66
FoSR [27] 56.65±0.93 50.01±1.37 53.73±1.08 40.26±0.50 41.83±0.28 28.80±0.35 81.79±0.26 67.99±0.37 78.26±0.39 55.48

SJLR (ours) 71.75±1.50 60.13±0.89 55.16±0.95 41.19±0.46 41.86±0.29 29.89±0.20 81.95±0.25 69.50±0.33 78.60±0.33 58.89

train set contains 20 nodes of each class while the rest of the nodes
are used for validation. As for the other datasets, we use a 60/20/20
split of the nodes, meaning that 60% of the nodes are assigned for
training, 20% for validation, and 20% for testing.

6.2 Implementation Details
All methods are implemented using PyTorch and PyG [15]. We
use the same architectural components in all techniques for a
fair comparison. We use SGC [51] or GCN [29] as graph con-
volutional layers. We implemented SDRF [48] at our best under-
standing because there was not an available implementation of
the method at the time of conducting the experiments. However,
we use JLC instead of BFC in our implementation of SDRF [48]
because of the signi�cant computational resources required to run
the hyperparameter optimization using BFC. The hyperparameter
search space for each method is de�ned as follows: 1) learning
rate ;A 2 [0.005, 0.02]; 2) weight decayF3 2 [0.0001, 0.001]; 3) hid-
den units of each graph convolutional layer ⌘D 2 {16, 32, 64, 128};
4) dropout 3 2 [0.3, 0.7]; 5) the number of layers ! 2 {2, 3, 4};
6) percentage of added and dropped edges ?�, ?⇡ 2 [0, 1]; 7)
U 2 [0, 1]; 8) scale B 2 {0.1, 1, 10, 50, 100} for PN; 9) number of
clusters 2 2 {3, 4, . . . , 10} and balancing factor 15 2 [0.0005, 0.05]
for DGN; 10) UGDC 2 [0.01, 0.2] and : 2 {16, 32, 64, 128} for GDC;
10) stochasticity level g 2 [1, 500], iterations 8C 2 {20, 21, . . . , 4000},
and Ricci curvature upper-bound ⇠+ 2 [0.1, 40] for SDRF; and 11)

number of SoFR iterations 8C� 2 {1, 2, . . . , 150}. We use Recti�ed
Linear Unit (ReLU) and log-softmax as activation functions in our
GNN architectures. For GDC, we apply weight decay regularization
only in the �rst graph convolutional layer, otherwise we do not
get comparable results as in [19]. All methods are trained for 1, 000
epochs using Adam optimizer [28]. We do not use early stopping or
learning schedulers for any method. We make all graphs undirected,
and we also remove all the self-loops from the input graph. The
code is publicly available3 under the MIT license.

6.3 Results
Tables 2 and 3 show the results for SGC and GCN, respectively. SJLR
shows the overall best performance in both cases. We notice two
general trends: 1) rewiring methods such as DE and SJLR dominate
in almost all datasets for the experiment with SGC, and 2) GDC
leads in the homophilous datasets Cora and Pubmed with GCN.
Our theoretical results are based on the assumption that there are
no non-linear activation functions, so perhaps some nuances are
missed for GNNs like GCN. Similarly, we notice that SJLR outper-
forms SDRF [48] and FoSR [27] in all datasets. For SJLR and SDRF,
both methods use the same JLC metric in Tables 2 and 3, and there-
fore we are assessing their performance based on how the edges are
added or removed.We argue that SJLR is a critical improvement over
SDRF regarding the practical adoption of curvature-based methods

3https://github.com/jhonygiraldo/SJLR

Classification results for the GCN model
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• Increasing the number of triangles can improve over-squashing
– Improves curvature

• Delaunay triangulation-based rewiring [Attali et al., ICML ‘24]

– Planar triangulation: diameter grows proportionally to       ; also, small 
spectral gap

– Local triangles: connects spatially proximal points 
– Task-agnostic: geometry-only, ignoring downstream loss
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Triangle encoding

③ Triangle selection
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<latexit sha1_base64="OP49KSjxTNbrcgix9ho4pHxCxrw=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoOgl7ArEj0GvXhMwDwgWcLspDcZMzu7zMwKIeQLvHhQxKuf5M2/cZLsQRMLGoqqbrq7gkRwbVz328mtrW9sbuW3Czu7e/sHxcOjpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGdzO/9YRK81g+mHGCfkQHkoecUWOl+kWvWHLL7hxklXgZKUGGWq/41e3HLI1QGiao1h3PTYw/ocpwJnBa6KYaE8pGdIAdSyWNUPuT+aFTcmaVPgljZUsaMld/T0xopPU4CmxnRM1QL3sz8T+vk5rwxp9wmaQGJVssClNBTExmX5M+V8iMGFtCmeL2VsKGVFFmbDYFG4K3/PIqaV6WvUq5Ur8qVW+zOPJwAqdwDh5cQxXuoQYNYIDwDK/w5jw6L86787FozTnZzDH8gfP5A3IPjLg=</latexit>
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<latexit sha1_base64="9lVyiyelEdzM0ZV0uR3IEv0uJbE=">AAAB+XicbVBNSwMxEM36WevXqkcvwSJ4seyKVI9FD3qsaD+gLSWbZtvQJLsks6Vl6T/x4kERr/4Tb/4b03YP2vpg4PHeDDPzglhwA5737aysrq1vbOa28ts7u3v77sFhzUSJpqxKIxHpRkAME1yxKnAQrBFrRmQgWD0Y3E79+pBpwyP1BOOYtSXpKR5ySsBKHddtARtBenf+GIUgyWjScQte0ZsBLxM/IwWUodJxv1rdiCaSKaCCGNP0vRjaKdHAqWCTfCsxLCZ0QHqsaakikpl2Ort8gk+t0sVhpG0pwDP190RKpDFjGdhOSaBvFr2p+J/XTCC8bqdcxQkwReeLwkRgiPA0BtzlmlEQY0sI1dzeimmfaELBhpW3IfiLLy+T2kXRLxVLD5eF8k0WRw4doxN0hnx0hcroHlVQFVE0RM/oFb05qfPivDsf89YVJ5s5Qn/gfP4AxjmTxQ==</latexit>
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<latexit sha1_base64="cSKiVdaTResnNqUld1BpZKELs54=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqseiF48V7Ae0oWy2m3bNZrPsboQS+iO8eFDEq7/Hm//GbZqDtj4YeLw3w8y8QHKmjet+O6W19Y3NrfJ2ZWd3b/+genjU0UmqCG2ThCeqF2BNORO0bZjhtCcVxXHAaTeIbud+94kqzRLxYKaS+jEeCxYygo2VunKYscdoNqzW3LqbA60SryA1KNAaVr8Go4SkMRWGcKx133Ol8TOsDCOcziqDVFOJSYTHtG+pwDHVfpafO0NnVhmhMFG2hEG5+nsiw7HW0ziwnTE2E73szcX/vH5qwms/Y0KmhgqyWBSmHJkEzX9HI6YoMXxqCSaK2VsRmWCFibEJVWwI3vLLq6RzUfca9cb9Za15U8RRhhM4hXPw4AqacActaAOBCJ7hFd4c6bw4787HorXkFDPH8AfO5w+uIY/Q</latexit>pijk

<latexit sha1_base64="bZcjTigr5YRpj39mKlYBlOKlT5Y=">AAACAXicbVDLSsNAFL3xWeur6tLNYBFchUS0diMU3bisYB/QhjKZTtqxk2SYmQgldOUPuNU/cCdu/RJ/wO9w0mZhWw8MHM65l3vm+IIzpR3n21pZXVvf2CxsFbd3dvf2SweHTRUnktAGiXks2z5WlLOINjTTnLaFpDj0OW35o9vMbz1RqVgcPeixoF6IBxELGMHaSE1x7djVy16p7NjOFGiZuDkpQ456r/TT7cckCWmkCcdKdVxHaC/FUjPC6aTYTRQVmIzwgHYMjXBIlZdO007QqVH6KIileZFGU/XvRopDpcahbyZDrIdq0cvE/7xOooOql7JIJJpGZHYoSDjSMcq+jvpMUqL52BBMJDNZERliiYk2Bc1dESyLNimaYtzFGpZJ89x2K3bl/qJcu8krKsAxnMAZuHAFNbiDOjSAwCO8wCu8Wc/Wu/Vhfc5GV6x85wjmYH39AmHSlrg=</latexit>
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<latexit sha1_base64="sMKx+GTam/aNBsh0kOtpSDExuso=">AAACAHicbVDLSsNAFL3xWeur6tLNYBFchaRIdSMU3bisYNpCG8pkOmmHTpJhZiKU0I0/4Fb/wJ249U/8Ab/DSZuFbT0wcDjnXu6ZEwjOlHacb2ttfWNza7u0U97d2z84rBwdt1SSSkI9kvBEdgKsKGcx9TTTnHaEpDgKOG0H47vcbz9RqVgSP+qJoH6EhzELGcHaSJ64cexav1J1bGcGtErcglShQLNf+ekNEpJGNNaEY6W6riO0n2GpGeF0Wu6ligpMxnhIu4bGOKLKz2Zhp+jcKAMUJtK8WKOZ+ncjw5FSkygwkxHWI7Xs5eJ/XjfV4bWfsVikmsZkfihMOdIJyn+OBkxSovnEEEwkM1kRGWGJiTb9LFwRLI82LZti3OUaVkmrZrt1u/5wWW3cFhWV4BTO4AJcuIIG3EMTPCDA4AVe4c16tt6tD+tzPrpmFTsnsADr6xfdeJZz</latexit>
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④ Rewired graph
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<latexit sha1_base64="3ug955/SpYL248kI+QUxp+Z6QgA=">AAACAHicbVDLSsNAFL3xWeur6tLNYBFchUSk6kIounFZwbSFNpTJdNIOnUzCzEQooRt/wK3+gTtx65/4A36HkzYL23pg4HDOvdwzJ0g4U9pxvq2V1bX1jc3SVnl7Z3dvv3Jw2FRxKgn1SMxj2Q6wopwJ6mmmOW0nkuIo4LQVjO5yv/VEpWKxeNTjhPoRHggWMoK1kbzkxrGve5WqYztToGXiFqQKBRq9yk+3H5M0okITjpXquE6i/QxLzQink3I3VTTBZIQHtGOowBFVfjYNO0GnRumjMJbmCY2m6t+NDEdKjaPATEZYD9Wil4v/eZ1Uh1d+xkSSairI7FCYcqRjlP8c9ZmkRPOxIZhIZrIiMsQSE236mbuSsDzapGyKcRdrWCbNc9ut2bWHi2r9tqioBMdwAmfgwiXU4R4a4AEBBi/wCm/Ws/VufVifs9EVq9g5gjlYX7/ooJZ6</latexit>
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Base (GCN) DIGL FA SRDF FOSR BORF GTR JDR DR TRIGON

Cham. 65.35±0.54 54.82±0.48 26.34±0.61 63.08±0.37 67.98±0.40 65.35±0.51 68.03±0.61 65.85±0.49 74.28±0.48 75.52±0.50
Squir. 51.30±0.38 40.53±0.29 22.88±0.42 49.11±0.28 52.63±0.30 �24h 53.32±0.44 53.78 ±0.46 65.25±0.26 66.48±0.35
Actor 30.02±0.22 26.75±0.23 26.03±0.30 31.85±0.22 29.26±0.23 31.36±0.27 31.08±0.28 34.12 ±0.33 41.36±0.20 43.81±0.24
Texas 56.19±1.61 45.95±1.58 55.93±1.76 59.79±1.71 61.35±1.25 56.30±1.61 57.18±1.64 69.56 ±1.71 70.46±1.61 75.74±1.61
Wisc. 55.12±1.51 46.90±1.28 46.77±1.48 58.49±1.23 55.60±1.25 55.37±1.47 57.22±1.50 67.87 ±1.62 70.98±1.50 73.90±1.61

Cornell 44.78±1.45 44.46±1.37 45.33±1.55 47.73±1.51 45.11±1.47 46.81±1.56 47.57±1.52 57.31 ±1.60 67.22±1.48 69.11±1.53
R-Emp. 51.66±0.17 53.93±0.14 OOM 52.53±0.13 52.38±0.21 58.58±0.14 53.31±0.23 71.23 ±0.18 61.99±0.14 66.52±0.13

Cora 87.73±0.25 88.31±0.29 29.86±0.28 87.73±0.31 87.94±0.26 87.72±0.27 87.86±0.28 87.54±0.25 91.39±0.24 91.71±0.29
Citeseer 76.01±0.25 76.22±0.34 22.31±0.34 76.43±0.32 76.34±0.27 76.49±0.28 76.12±0.28 76.09 ±0.29 81.14±0.34 82.85±0.38
Pubmed 88.20±0.10 88.51±0.10 OOM 88.16±0.11 88.42±0.10 88.34±0.10 88.44±0.10 88.14±0.10 88.69±0.10 90.01±0.13

Table 2: Experimental results (accuracy) on heterophilic and homophilic datasets with GCN as backbone. Best score in bold and
second-best score underlined.

Base (GAT) DIGL FA SRDF FOSR BORF GTR JDR DR TRIGON

Cham. 65.07±0.41 56.34±0.43 27.11±0.56 63.15±0.44 66.61±0.45 66.92±0.51 65.97±0.54 65.30 ±0.59 72.04±0.37 75.54±0.58
Squir. 50.87±0.56 41.65±0.68 21.49±0.71 50.36±0.38 52.02±0.43 � 24⌘ 52.72±0.48 51.21±0.64 61.47±0.29 66.12±0.40
Actor 29.92±0.23 31.22±0.47 28.20±0.51 31.47±0.25 29.73±0.24 29.64±0.33 30.13±0.31 32.71 ±0.40 40.25±0.23 44.02±0.28
Texas 56.84±1.61 46.49±1.63 56.17±1.71 57.45±1.62 61.85±1.41 56.68±1.49 57.88±1.65 64.75 ±1.65 74.30±1.38 77.29±1.55
Wisc. 53.58±1.39 46.29±1.47 46.95±1.52 56.80±1.29 54.06±1.27 55.39±1.23 56.53±1.64 60.06 ±1.45 74.33±1.24 75.81±1.38

Cornell 46.05±1.49 44.05±1.44 44.60±1.74 48.03±1.66 48.30±1.61 48.57±1.56 48.70±1.63 58.19±1.58 68.03±1.62 70.63±1.66
R-Emp. 49.23±0.33 53.89±0.16 OOM 50.75±0.17 49.54±0.31 51.03±0.26 50.60±0.24 62.09 ±0.18 61.80±0.16 64.36±0.20

Cora 87.65±0.24 88.31±0.29 30.44±0.26 88.11±0.28 88.13±0.27 87.72±0.27 87.94±0.23 87.91 ±0.25 91.37±0.23 91.71±0.29
Citeseer 76.20±0.27 76.22±0.34 23.11±0.32 76.26±0.31 75.94±0.32 76.44±0.44 76.35±0.28 77.80 ±0.39 81.61±0.25 82.85±0.38
Pubmed 87.39±0.11 87.96±0.10 OOM 87.44±0.12 87.56±0.11 87.61±0.12 87.31±0.12 87.73 ±0.10 89.14±0.09 90.01±0.13

Table 3: Experimental results (accuracy) on heterophilic and homophilic datasets with GAT as backbone. Best score in bold and
second-best score underlined.

The results validate that augmenting the graph with carefully
selected non-local triangles leads to improved global connectiv-
ity and more e�ective message propagation in GNNs. As we will
observe in Section 5, this in turn leads to more e�ective message
propagation and better downstream performance in GNNs.

We have further examined the diameter and spectral gap of
the rewired graphs. As shown in Table 1, our TRIGON framework
achieves a consistent reduction in graph diameter compared to
the Delaunay graph. This e�ect becomes increasingly pronounced
on larger graphs, where long-range dependencies are critical for
e�ective learning. By selecting both local and distant triangles,
TRIGON overcomes the inherent planarity and locality constraints
of Delaunay constructions, introducing structurally meaningful
shortcuts that shrink path lengths between distant nodes. These
structural modi�cations lead to enhanced expansion capabilities,
re�ected by the observed increase in the spectral gap. Speci�cally,
according to Eq. (1), the Cheeger constant provides a lower bound
on the spectral gap in terms of the graph’s diameter and minimum
degree. Thus, the observed diameter reduction directly implies
stronger spectral connectivity, enabling more e�ective propagation
of information across the graph and alleviating the limitations of
traditional message passing on sparse or high-diameter topologies.

5 EXPERIMENTAL EVALUATION
We have conducted experiments on ten di�erent datasets for the
node classi�cation task, comprising seven heterophilic datasets
[46, 49, 54] and three homophilic datasets [51].

5.1 Baseline Models
We compare TRIGON against eight rewiring methods designed to
mitigate oversquashing or enhance graph connectivity. FA [1] intro-
duces fully connected connections at the �nal GNN layer, aiming to
alleviate oversquashing by enabling global communication. DIGL
[35]2 enhances connectivity through di�usion-based edge augmen-
tation inspired by personalized PageRank. SDRF [55]3 builds upon
Ricci curvature, proposing a stochastic discrete Ricci Flow that
rewires the graph by balancing negatively curved edges. FOSR
[33]4 selects edges that maximize a �rst-order approximation of the
spectral gap, promoting more e�cient message propagation. BORF
[41]5 tackles both oversmoothing and oversquashing by pruning
edges with extreme curvature values. GTR [7]6 is an iterative algo-
rithm to add edges to the graph to minimize total resistance. DR [2]7

2https://github.com/gasteigerjo/gdc
3https://github.com/jctops/understanding-over-squashing/tree/main
4https://github.com/kedar2/FoSR/tree/main
5https://github.com/hieubkvn123/revisiting-gnn-curvature
6https://github.com/blackmit/gtr_rewiring
7https://github.com/Hugo-Attali/Delaunay-Rewiring
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Figure 3: E�ect of GCN model depth on classi�cation accuracy across Chameleon, Cora, and Citeseer. TRIGON outperforms
both the original and Delaunay-rewired graphs, showing greater robustness to oversmoothing

leverages node features to perform Delaunay triangulation-based
rewiring. Finally, JDR[36]8 reconstructs the graph to maximize
spectral alignment between structural and feature information.

5.2 Experimental Setup
To optimize the triangle selector module 5sel, we perform a grid
search over the following hyperparameters: learning rate between
{0.01, 0.005, 0.001}, weight decay values between {5e�5, 5e�6}, and
hidden dimensions between {64, 128, 256}. For the construction
of the :-nearest neighbor (:-NN) graph, we set the number of
neighbors to : 2 {10, 20}, depending on the dataset size and the
density of the feature space. For the GNN backbones, we use two
standard GNN architectures, GCN [34] and GAT [56], to compare
several graph rewiring strategies. We adopt the training framework
introduced in [2, 45]. Speci�cally, we set the number of layers to 2,
dropout rate to 0.5, learning rate to 0.005, patience to 100 epochs,
and weight decay to 5e�6 for Texas, Wisconsin, and Cornell, or
5e�5 for all other datasets. The hidden dimension is set to 32 for
Texas, Wisconsin, Cornell, and Actor; 48 for Squirrel, Chameleon,
and Roman-Empire; and 16 for Cora, Citeseer, and Pubmed. For all
datasets, we follow the same data split: 60% of nodes are used for
training, 20% for validation, and the remaining 20% for testing.

5.3 Results
The node classi�cation results are shown in Tables 2 and 3. As we
can observe, TRIGON outperforms state-of-the-art graph rewiring
techniques across nine out of ten evaluated benchmarks, regardless
of the backbone (GCN or GAT) and under both homophilic and
heterophilic conditions. On average, applying a standard GCN on
TRIGON-rewired graphs yields a classi�cation accuracy improve-
ment exceeding 25% compared to the original graph.

More broadly, these results con�rm that feature-based rewiring
can provide a signi�cant advantage over purely structural meth-
ods, as also observed in [2], where feature-aware approaches such
as TRIGON and DR consistently outperform structural rewiring
baselines. In particular, TRIGON goes beyond static approaches
like Delaunay-based rewiring (DR) by learning to select non-local
8https://github.com/jlinki/JDR/tree/main

triangles that better align with task-speci�c dependencies. This
adaptivity enables the construction of structurally rich triangula-
tions, improving spectral expansion and facilitating more e�ective
long-range message propagation.

5.4 Oversmoothing Analysis
Oversmoothing, typically linked to deeper GNNs [8, 12], can also
arise when structural neighborhoods closely align with feature
similarity. This is notably the case in Delaunay-rewired graphs,
where triangles are formed between spatially adjacent nodes, often
reinforcing local redundancy. Such con�gurations may accelerate
the convergence of node embeddings toward indistinguishable
node representations, sometimes after only a few layers [13]. Since
TRIGON dynamically selects triangles based on their contribution
to the learning objective, it induces more diverse and task-relevant
connectivity patterns. In particular, the inclusion of both local and
long-range triangles diversi�es message passing and helps preserve
feature variability. We therefore investigate whether our method
o�ers greater robustness to oversmoothing.

Figure 3 reports classi�cation accuracy versus GCN depth on
Chameleon, as well as on the homophilic datasets Cora and Cite-
seer, where oversmoothing is known to be more pronounced [59].
As expected, a standard GCN exhibits a steep decline in perfor-
mance as depth increases, con�rming the presence of oversmooth-
ing. Delaunay-based rewiring (DR) provides improvement but still
su�ers from degradation beyond a few layers. In contrast, TRIGON
consistently yields higher accuracy across all depths, indicating a
stronger preservation of representational diversity. These �ndings
suggest that task-aware, non-local triangle selection can e�ectively
delay or mitigate oversmoothing, while also improving global con-
nectivity and information propagation.

5.5 Ablation Studies
We conduct ablation experiments to evaluate the contribution of the
triangle selection mechanism and the associated loss components of
TRIGON. In addition, we assess the impact of the candidate triangle
sources, the original graph and the :-NN graph, to quantify the
bene�t of integrating structural and feature-based information.
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leverages node features to perform Delaunay triangulation-based
rewiring. Finally, JDR[36]8 reconstructs the graph to maximize
spectral alignment between structural and feature information.

5.2 Experimental Setup
To optimize the triangle selector module 5sel, we perform a grid
search over the following hyperparameters: learning rate between
{0.01, 0.005, 0.001}, weight decay values between {5e�5, 5e�6}, and
hidden dimensions between {64, 128, 256}. For the construction
of the :-nearest neighbor (:-NN) graph, we set the number of
neighbors to : 2 {10, 20}, depending on the dataset size and the
density of the feature space. For the GNN backbones, we use two
standard GNN architectures, GCN [34] and GAT [56], to compare
several graph rewiring strategies. We adopt the training framework
introduced in [2, 45]. Speci�cally, we set the number of layers to 2,
dropout rate to 0.5, learning rate to 0.005, patience to 100 epochs,
and weight decay to 5e�6 for Texas, Wisconsin, and Cornell, or
5e�5 for all other datasets. The hidden dimension is set to 32 for
Texas, Wisconsin, Cornell, and Actor; 48 for Squirrel, Chameleon,
and Roman-Empire; and 16 for Cora, Citeseer, and Pubmed. For all
datasets, we follow the same data split: 60% of nodes are used for
training, 20% for validation, and the remaining 20% for testing.

5.3 Results
The node classi�cation results are shown in Tables 2 and 3. As we
can observe, TRIGON outperforms state-of-the-art graph rewiring
techniques across nine out of ten evaluated benchmarks, regardless
of the backbone (GCN or GAT) and under both homophilic and
heterophilic conditions. On average, applying a standard GCN on
TRIGON-rewired graphs yields a classi�cation accuracy improve-
ment exceeding 25% compared to the original graph.

More broadly, these results con�rm that feature-based rewiring
can provide a signi�cant advantage over purely structural meth-
ods, as also observed in [2], where feature-aware approaches such
as TRIGON and DR consistently outperform structural rewiring
baselines. In particular, TRIGON goes beyond static approaches
like Delaunay-based rewiring (DR) by learning to select non-local
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triangles that better align with task-speci�c dependencies. This
adaptivity enables the construction of structurally rich triangula-
tions, improving spectral expansion and facilitating more e�ective
long-range message propagation.

5.4 Oversmoothing Analysis
Oversmoothing, typically linked to deeper GNNs [8, 12], can also
arise when structural neighborhoods closely align with feature
similarity. This is notably the case in Delaunay-rewired graphs,
where triangles are formed between spatially adjacent nodes, often
reinforcing local redundancy. Such con�gurations may accelerate
the convergence of node embeddings toward indistinguishable
node representations, sometimes after only a few layers [13]. Since
TRIGON dynamically selects triangles based on their contribution
to the learning objective, it induces more diverse and task-relevant
connectivity patterns. In particular, the inclusion of both local and
long-range triangles diversi�es message passing and helps preserve
feature variability. We therefore investigate whether our method
o�ers greater robustness to oversmoothing.

Figure 3 reports classi�cation accuracy versus GCN depth on
Chameleon, as well as on the homophilic datasets Cora and Cite-
seer, where oversmoothing is known to be more pronounced [59].
As expected, a standard GCN exhibits a steep decline in perfor-
mance as depth increases, con�rming the presence of oversmooth-
ing. Delaunay-based rewiring (DR) provides improvement but still
su�ers from degradation beyond a few layers. In contrast, TRIGON
consistently yields higher accuracy across all depths, indicating a
stronger preservation of representational diversity. These �ndings
suggest that task-aware, non-local triangle selection can e�ectively
delay or mitigate oversmoothing, while also improving global con-
nectivity and information propagation.

5.5 Ablation Studies
We conduct ablation experiments to evaluate the contribution of the
triangle selection mechanism and the associated loss components of
TRIGON. In addition, we assess the impact of the candidate triangle
sources, the original graph and the :-NN graph, to quantify the
bene�t of integrating structural and feature-based information.
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leverages node features to perform Delaunay triangulation-based
rewiring. Finally, JDR[36]8 reconstructs the graph to maximize
spectral alignment between structural and feature information.

5.2 Experimental Setup
To optimize the triangle selector module 5sel, we perform a grid
search over the following hyperparameters: learning rate between
{0.01, 0.005, 0.001}, weight decay values between {5e�5, 5e�6}, and
hidden dimensions between {64, 128, 256}. For the construction
of the :-nearest neighbor (:-NN) graph, we set the number of
neighbors to : 2 {10, 20}, depending on the dataset size and the
density of the feature space. For the GNN backbones, we use two
standard GNN architectures, GCN [34] and GAT [56], to compare
several graph rewiring strategies. We adopt the training framework
introduced in [2, 45]. Speci�cally, we set the number of layers to 2,
dropout rate to 0.5, learning rate to 0.005, patience to 100 epochs,
and weight decay to 5e�6 for Texas, Wisconsin, and Cornell, or
5e�5 for all other datasets. The hidden dimension is set to 32 for
Texas, Wisconsin, Cornell, and Actor; 48 for Squirrel, Chameleon,
and Roman-Empire; and 16 for Cora, Citeseer, and Pubmed. For all
datasets, we follow the same data split: 60% of nodes are used for
training, 20% for validation, and the remaining 20% for testing.

5.3 Results
The node classi�cation results are shown in Tables 2 and 3. As we
can observe, TRIGON outperforms state-of-the-art graph rewiring
techniques across nine out of ten evaluated benchmarks, regardless
of the backbone (GCN or GAT) and under both homophilic and
heterophilic conditions. On average, applying a standard GCN on
TRIGON-rewired graphs yields a classi�cation accuracy improve-
ment exceeding 25% compared to the original graph.

More broadly, these results con�rm that feature-based rewiring
can provide a signi�cant advantage over purely structural meth-
ods, as also observed in [2], where feature-aware approaches such
as TRIGON and DR consistently outperform structural rewiring
baselines. In particular, TRIGON goes beyond static approaches
like Delaunay-based rewiring (DR) by learning to select non-local
8https://github.com/jlinki/JDR/tree/main

triangles that better align with task-speci�c dependencies. This
adaptivity enables the construction of structurally rich triangula-
tions, improving spectral expansion and facilitating more e�ective
long-range message propagation.

5.4 Oversmoothing Analysis
Oversmoothing, typically linked to deeper GNNs [8, 12], can also
arise when structural neighborhoods closely align with feature
similarity. This is notably the case in Delaunay-rewired graphs,
where triangles are formed between spatially adjacent nodes, often
reinforcing local redundancy. Such con�gurations may accelerate
the convergence of node embeddings toward indistinguishable
node representations, sometimes after only a few layers [13]. Since
TRIGON dynamically selects triangles based on their contribution
to the learning objective, it induces more diverse and task-relevant
connectivity patterns. In particular, the inclusion of both local and
long-range triangles diversi�es message passing and helps preserve
feature variability. We therefore investigate whether our method
o�ers greater robustness to oversmoothing.

Figure 3 reports classi�cation accuracy versus GCN depth on
Chameleon, as well as on the homophilic datasets Cora and Cite-
seer, where oversmoothing is known to be more pronounced [59].
As expected, a standard GCN exhibits a steep decline in perfor-
mance as depth increases, con�rming the presence of oversmooth-
ing. Delaunay-based rewiring (DR) provides improvement but still
su�ers from degradation beyond a few layers. In contrast, TRIGON
consistently yields higher accuracy across all depths, indicating a
stronger preservation of representational diversity. These �ndings
suggest that task-aware, non-local triangle selection can e�ectively
delay or mitigate oversmoothing, while also improving global con-
nectivity and information propagation.

5.5 Ablation Studies
We conduct ablation experiments to evaluate the contribution of the
triangle selection mechanism and the associated loss components of
TRIGON. In addition, we assess the impact of the candidate triangle
sources, the original graph and the :-NN graph, to quantify the
bene�t of integrating structural and feature-based information.



•  Several ongoing research efforts on rewiring techniques
– Batch Ollivier-Ricci Flow (BORF) [Nguyen et al., ICML ‘23]

– Spectral rewiring: FoSR [Karhadkar et al., ICLR ‘23]; GOKU [Liang et al., ICML ’25]

– Greedy Total Resistance (GTR) rewiring [Black et al., ICML ‘23]

• Going further: leverage the internal functioning of GNNs
– Impact of width, depth, and topology on over-squashing [Di Giovanni et al., ICML ‘23]

K Highly-effective deep GNNs?
– Not quite there yet
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Global Pooling
J Fast and easy to compute
L Discards information about the graph (clustering) structure



• Clustering based on both graph structure                   
and node features

(Motif) Spectral Clustering with GNNs
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<latexit sha1_base64="G/otOfCtGVamiXzt5JSYmbJkoe8=">AAACJ3icdVC7TsMwFHV4lvAqMLJYVEhMVVIiWrYCC1NVEC2VmlI5rlOsOk5kO4gqyhfwJYys8BFsCEZmfgKnLVKL4EiWzj33Xp3r40WMSmVZH8bc/MLi0nJuxVxdW9/YzG9tN2UYC0waOGShaHlIEkY5aSiqGGlFgqDAY+TaG5xl/es7IiQN+ZUaRqQToD6nPsVIaamb33cDpG49PzlJoUs5HJdecpneJDVX0YBIWEu7+YJVtMoV59CGU8Q5PC7ZR9AuWiMUwAT1bv7L7YU4DghXmCEp27YVqU6ChKKYkdR0Y0kihAeoT9qacqR9OsnoOync10oP+qHQjys4Uqc3EhRIOQw8PZldK3/3MvGvXjtWfqWTUB7FinA8NvJjBlUIs2xgjwqCFRtqgrCg+laIb5FAWOkEZ1yi++w0mZomNE2dzk8E8H/SLBVtp+hcOIXq6SSnHNgFe+AA2KAMquAc1EEDYPAAnsAzeDEejVfjzXgfj84Zk50dMAPj8xs0mqXm</latexit>

• Learn a cluster assignment matrix using an MLP

• Train GNN and MLP by optimizing a clustering loss

– We can allow combinations of motifs
– HOSC model: Higher-order spectral clustering

• Compute new node features using GNN layers
<latexit sha1_base64="xWLhFHpF//Og+H+85tKJ5/I4Dko=">AAACUnicdVJNSyNBEO1EXd3orlGPe2kMCwoSZjQmggh+HPQkLiQayITQ06kxjT0fdNeIYeg/5u/w4s2b7P4ET/aMieiyW9Dw6r0qqurRfiKFRsd5LJVnZue+zC98rSwuffu+XF1ZvdRxqjh0eCxj1fWZBiki6KBACd1EAQt9CVf+zUmuX92C0iKO2jhOoB+y60gEgjO01KDa9kKGIz/IPJ+prGvMQUGoMDs9PzcbU/XIbNEp7hq6/5547REgM4PMQ7jDoslsDqo1p+609ho7Lv0AGq7bau5St+4UUSOTuBhUn71hzNMQIuSSad1znQT7GVMouART8VINCeM37Bp6FkYsBN3PiusN/WmZIQ1iZV+EtGA/dmQs1Hoc+rYyX1r/reXkv7ReisFePxNRkiJE/G1QkEqKMc2tpEOhgKMcW8C4EnZXykdMMY7W8E9Tkrt8NW0q1pnp+fT/4HK77jbrzV+N2uHxxKMF8oOskw3ikhY5JGfkgnQIJ/fkifwmf0oPpZey/SVvpeXSpGeNfIry0iu3y7aa</latexit>

X̄ = GNN(A,X;⇥GNN)

<latexit sha1_base64="r0x154FoXvdxb1XAuCvuhISJNkQ=">AAACVHicdZDfSxtBEMc3p1YbrY362JelQdCXcNfGRBBBFIogFH8lBnJp2NvsJYt7e8funBiW/c/6dxT66osP+if0oXsxiooODHz5zAwz840ywTX4/t+SNzM792F+4WN5cenT8ufKympbp7mirEVTkapORDQTXLIWcBCskylGkkiwi+jyoKhfXDGleSrPYZyxXkKGksecEnCoX2mHCYFRFJszuzuRKjE/DuzGIw4jokzHWryDn9D5iAGxmzjkcgojc2p/mZ84BJ4wjY9sv1L1a35zu/49wM9EPQiajS0c1PxJVNE0jvuV23CQ0jxhEqggWncDP4OeIQo4FcyWw1yzjNBLMmRdJyVxe3pm8r/F644McJwqlxLwhD6fMCTRepxErrM4V7+uFfCtWjeHeLtnuMxyYJI+LIpzgSHFhZl4wBWjIMZOEKq4uxXTEVGEgrP8xZbsujhN27Jz5vF9/L5of6sFjVrjpF7d2596tIC+oK9oAwWoifbQITpGLUTRb3SD7tB96U/pnzfjzT20eqXpzBp6Ed7yf4Kktt0=</latexit>

S = FC(X̄;⇥) 2 RN⇥K

Lmc = �
1
K
· Tr
✓S>AMS

S>DMS

◆

<latexit sha1_base64="Ehubf0nKz2wVEV4g1bSDBIrsH1E=">AAACk3icdVFda9RAFJ3EqjV+rYpPUhhc1PrgkrTBVorQr4eCLlTstoXNGiazk+3QSSbM3JQuw/wIf56/oT/AVyfZLW7FXhi4c865H5ybVYJrCMNfnn9n6e69+8sPgoePHj952nn2/FjLWlE2oFJIdZoRzQQv2QA4CHZaKUaKTLCT7Hyv4U8umNJclkcwrdioIJOS55wScFDa+ZkUBM4oEearTU1B7WeMP+AkV4SayJovFid0LAEnwC7BHCmbZHwyWZ0J2tosN9/tjwRkdf3dcZ369i9pbxPu27S/IGtbv0873bAXbmzG6xFeSOL1T2vRRxz1wja6aB6HaecqGUtaF6wEKojWwyisYGSIAk4Fs0FSa1YRek4mbOjSkhRMj0xrncVvHDLGuVTulYBbdLHCkELraZE5ZbOo/pdrwP9xwxryzZHhZVUDK+lsUF4LDBI3d8BjrhgFMXUJoYq7XTE9I85VcNe6MaW6bFbTNghwEDh3ri3AtyfHa70o7sXf4u727tynZfQKvUarKEIbaBsdoEM0QBT99la8t947/6W/5e/6+zOp781rXqAb4ff/APuVzP4=</latexit>

motif adjacency 
matrix

Types of motifs:

motif clustering
loss



• Clustering based on both graph structure                   
and node features

(Motif) Spectral Clustering with GNNs
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X 2 RN⇥F

<latexit sha1_base64="YsNqqKPCgrLNCbSh6u2VGil6m/w=">AAACJ3icdVDLSsNAFJ3Ud3xVXboZLAVXJWmD1Z0oiCtRsQ9oaplMJ+3QySTMTMQS8gV+iUu3+hHuRJeu/QknbYVW9MDAuefey7lzvIhRqSzrw8jNzS8sLi2vmKtr6xub+a3tugxjgUkNhywUTQ9JwignNUUVI81IEBR4jDS8wWnWb9wRIWnIb9QwIu0A9Tj1KUZKS5180Q2Q6nt+0kyhSzkcl15ynd4mF66iAZHwLO3kC1bJqh46FRtOEadyVLYPoF2yRiiACS47+S+3G+I4IFxhhqRs2Vak2gkSimJGUtONJYkQHqAeaWnKkfZpJ6PvpLColS70Q6EfV3CkTm8kKJByGHh6MrtW/u5l4l+9Vqz8w3ZCeRQrwvHYyI8ZVCHMsoFdKghWbKgJwoLqWyHuI4Gw0gnOuET32WkyNU1omjqdnwjg/6ReLtlOyblyCscnk5yWwS7YA/vABlVwDM7BJagBDB7AE3gGL8aj8Wq8Ge/j0Zwx2dkBMzA+vwFPSaX1</latexit>

A 2 RN⇥N

<latexit sha1_base64="G/otOfCtGVamiXzt5JSYmbJkoe8=">AAACJ3icdVC7TsMwFHV4lvAqMLJYVEhMVVIiWrYCC1NVEC2VmlI5rlOsOk5kO4gqyhfwJYys8BFsCEZmfgKnLVKL4EiWzj33Xp3r40WMSmVZH8bc/MLi0nJuxVxdW9/YzG9tN2UYC0waOGShaHlIEkY5aSiqGGlFgqDAY+TaG5xl/es7IiQN+ZUaRqQToD6nPsVIaamb33cDpG49PzlJoUs5HJdecpneJDVX0YBIWEu7+YJVtMoV59CGU8Q5PC7ZR9AuWiMUwAT1bv7L7YU4DghXmCEp27YVqU6ChKKYkdR0Y0kihAeoT9qacqR9OsnoOync10oP+qHQjys4Uqc3EhRIOQw8PZldK3/3MvGvXjtWfqWTUB7FinA8NvJjBlUIs2xgjwqCFRtqgrCg+laIb5FAWOkEZ1yi++w0mZomNE2dzk8E8H/SLBVtp+hcOIXq6SSnHNgFe+AA2KAMquAc1EEDYPAAnsAzeDEejVfjzXgfj84Zk50dMAPj8xs0mqXm</latexit>

X 2 RN⇥F

<latexit sha1_base64="YsNqqKPCgrLNCbSh6u2VGil6m/w=">AAACJ3icdVDLSsNAFJ3Ud3xVXboZLAVXJWmD1Z0oiCtRsQ9oaplMJ+3QySTMTMQS8gV+iUu3+hHuRJeu/QknbYVW9MDAuefey7lzvIhRqSzrw8jNzS8sLi2vmKtr6xub+a3tugxjgUkNhywUTQ9JwignNUUVI81IEBR4jDS8wWnWb9wRIWnIb9QwIu0A9Tj1KUZKS5180Q2Q6nt+0kyhSzkcl15ynd4mF66iAZHwLO3kC1bJqh46FRtOEadyVLYPoF2yRiiACS47+S+3G+I4IFxhhqRs2Vak2gkSimJGUtONJYkQHqAeaWnKkfZpJ6PvpLColS70Q6EfV3CkTm8kKJByGHh6MrtW/u5l4l+9Vqz8w3ZCeRQrwvHYyI8ZVCHMsoFdKghWbKgJwoLqWyHuI4Gw0gnOuET32WkyNU1omjqdnwjg/6ReLtlOyblyCscnk5yWwS7YA/vABlVwDM7BJagBDB7AE3gGL8aj8Wq8Ge/j0Zwx2dkBMzA+vwFPSaX1</latexit>

A 2 RN⇥N

<latexit sha1_base64="G/otOfCtGVamiXzt5JSYmbJkoe8=">AAACJ3icdVC7TsMwFHV4lvAqMLJYVEhMVVIiWrYCC1NVEC2VmlI5rlOsOk5kO4gqyhfwJYys8BFsCEZmfgKnLVKL4EiWzj33Xp3r40WMSmVZH8bc/MLi0nJuxVxdW9/YzG9tN2UYC0waOGShaHlIEkY5aSiqGGlFgqDAY+TaG5xl/es7IiQN+ZUaRqQToD6nPsVIaamb33cDpG49PzlJoUs5HJdecpneJDVX0YBIWEu7+YJVtMoV59CGU8Q5PC7ZR9AuWiMUwAT1bv7L7YU4DghXmCEp27YVqU6ChKKYkdR0Y0kihAeoT9qacqR9OsnoOync10oP+qHQjys4Uqc3EhRIOQw8PZldK3/3MvGvXjtWfqWTUB7FinA8NvJjBlUIs2xgjwqCFRtqgrCg+laIb5FAWOkEZ1yi++w0mZomNE2dzk8E8H/SLBVtp+hcOIXq6SSnHNgFe+AA2KAMquAc1EEDYPAAnsAzeDEejVfjzXgfj84Zk50dMAPj8xs0mqXm</latexit>

• Learn a cluster assignment matrix using an MLP

• Train GNN and MLP by optimizing a clustering loss

– We can allow combinations of motifs
– HOSC model: Higher-order spectral clustering

• Compute new node features using GNN layers
<latexit sha1_base64="xWLhFHpF//Og+H+85tKJ5/I4Dko=">AAACUnicdVJNSyNBEO1EXd3orlGPe2kMCwoSZjQmggh+HPQkLiQayITQ06kxjT0fdNeIYeg/5u/w4s2b7P4ET/aMieiyW9Dw6r0qqurRfiKFRsd5LJVnZue+zC98rSwuffu+XF1ZvdRxqjh0eCxj1fWZBiki6KBACd1EAQt9CVf+zUmuX92C0iKO2jhOoB+y60gEgjO01KDa9kKGIz/IPJ+prGvMQUGoMDs9PzcbU/XIbNEp7hq6/5547REgM4PMQ7jDoslsDqo1p+609ho7Lv0AGq7bau5St+4UUSOTuBhUn71hzNMQIuSSad1znQT7GVMouART8VINCeM37Bp6FkYsBN3PiusN/WmZIQ1iZV+EtGA/dmQs1Hoc+rYyX1r/reXkv7ReisFePxNRkiJE/G1QkEqKMc2tpEOhgKMcW8C4EnZXykdMMY7W8E9Tkrt8NW0q1pnp+fT/4HK77jbrzV+N2uHxxKMF8oOskw3ikhY5JGfkgnQIJ/fkifwmf0oPpZey/SVvpeXSpGeNfIry0iu3y7aa</latexit>

X̄ = GNN(A,X;⇥GNN)

<latexit sha1_base64="r0x154FoXvdxb1XAuCvuhISJNkQ=">AAACVHicdZDfSxtBEMc3p1YbrY362JelQdCXcNfGRBBBFIogFH8lBnJp2NvsJYt7e8funBiW/c/6dxT66osP+if0oXsxiooODHz5zAwz840ywTX4/t+SNzM792F+4WN5cenT8ufKympbp7mirEVTkapORDQTXLIWcBCskylGkkiwi+jyoKhfXDGleSrPYZyxXkKGksecEnCoX2mHCYFRFJszuzuRKjE/DuzGIw4jokzHWryDn9D5iAGxmzjkcgojc2p/mZ84BJ4wjY9sv1L1a35zu/49wM9EPQiajS0c1PxJVNE0jvuV23CQ0jxhEqggWncDP4OeIQo4FcyWw1yzjNBLMmRdJyVxe3pm8r/F644McJwqlxLwhD6fMCTRepxErrM4V7+uFfCtWjeHeLtnuMxyYJI+LIpzgSHFhZl4wBWjIMZOEKq4uxXTEVGEgrP8xZbsujhN27Jz5vF9/L5of6sFjVrjpF7d2596tIC+oK9oAwWoifbQITpGLUTRb3SD7tB96U/pnzfjzT20eqXpzBp6Ed7yf4Kktt0=</latexit>

S = FC(X̄;⇥) 2 RN⇥K

Lmc = �
1
K
· Tr
✓S>AMS

S>DMS

◆

<latexit sha1_base64="Ehubf0nKz2wVEV4g1bSDBIrsH1E=">AAACk3icdVFda9RAFJ3EqjV+rYpPUhhc1PrgkrTBVorQr4eCLlTstoXNGiazk+3QSSbM3JQuw/wIf56/oT/AVyfZLW7FXhi4c865H5ybVYJrCMNfnn9n6e69+8sPgoePHj952nn2/FjLWlE2oFJIdZoRzQQv2QA4CHZaKUaKTLCT7Hyv4U8umNJclkcwrdioIJOS55wScFDa+ZkUBM4oEearTU1B7WeMP+AkV4SayJovFid0LAEnwC7BHCmbZHwyWZ0J2tosN9/tjwRkdf3dcZ369i9pbxPu27S/IGtbv0873bAXbmzG6xFeSOL1T2vRRxz1wja6aB6HaecqGUtaF6wEKojWwyisYGSIAk4Fs0FSa1YRek4mbOjSkhRMj0xrncVvHDLGuVTulYBbdLHCkELraZE5ZbOo/pdrwP9xwxryzZHhZVUDK+lsUF4LDBI3d8BjrhgFMXUJoYq7XTE9I85VcNe6MaW6bFbTNghwEDh3ri3AtyfHa70o7sXf4u727tynZfQKvUarKEIbaBsdoEM0QBT99la8t947/6W/5e/6+zOp781rXqAb4ff/APuVzP4=</latexit>

motif adjacency 
matrixmotif clustering

loss

Graph coarsening

Types of motifs:



HOSCPOOL: Hierachical Clustering-based Pooling
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GNN HOSCPOOL GNN HOSCPOOL GNN Global 
Pooling(A,X)

<latexit sha1_base64="pH2TjhUJEAWzdwo7BHvtZvH1HOY=">AAACD3icdVDLSsNAFJ34rPXRqEs3g0WoICFpg627qhuXFewD2lAm00k7dPJgZiKWkI9w7Va/wZ249RP8BP/CSVuhFT1w4XDOvdzDcSNGhTTNT21ldW19YzO3ld/e2d0r6PsHLRHGHJMmDlnIOy4ShNGANCWVjHQiTpDvMtJ2x9eZ374nXNAwuJOTiDg+GgbUoxhJJfX1QqnnIzlyveTyDHbS075eNA2zWrMrFlwgduWibJ1DyzCnKII5Gn39qzcIceyTQGKGhOhaZiSdBHFJMSNpvhcLEiE8RkPSVTRAPhFOMg2ewhOlDKAXcjWBhFN18SJBvhAT31WbWUrx28vEv7xuLL2ak9AgiiUJ8OyRFzMoQ5i1AAeUEyzZRBGEOVVZIR4hjrBUXS19iR6yaCKF+bzq5qcA+D9plQ3LNuxbu1i/mreUA0fgGJSABaqgDm5AAzQBBjF4As/gRXvUXrU37X22uqLNbw7BErSPb0gdm8g=</latexit>

Graph
MLP ŷG

<latexit sha1_base64="APhygoqlBx0p1+PruE0rWWwES2Q=">AAACFHicdVDLSsNAFJ34rPEV69LNYBFclaQNtu6KLnRZwT6gKWUynbRDJw9mJtIQ8hsu3epHuBO37v0Gf8JJW6EVPXDhcM693MNxI0aFNM1PbW19Y3Nru7Cj7+7tHxwaR8W2CGOOSQuHLORdFwnCaEBakkpGuhEnyHcZ6biT69zvPBAuaBjcyyQifR+NAupRjKSSBkbR8ZEcu17qjJFMkywb3AyMklk2a3W7asElYlcvK9YFtMrmDCWwQHNgfDnDEMc+CSRmSIieZUaynyIuKWYk051YkAjhCRqRnqIB8onop7PsGTxTyhB6IVcTSDhTly9S5AuR+K7azJOK314u/uX1YunV+ykNoliSAM8feTGDMoR5EXBIOcGSJYogzKnKCvEYcYSlqmvlSzTNo4lM16Guq3Z+KoD/k3albNll+84uNa4WPRXACTgF58ACNdAAt6AJWgCDKXgCz+BFe9RetTftfb66pi1ujsEKtI9v8qaegA==</latexit>

Ls

<latexit sha1_base64="lmAHi+KZXeSa03EcgVlc+vTsOZM=">AAACDXicdVDLSsNAFJ3UV42vqks3g0VwFZI22LorunHhooJ9QBvKZDpph04mcWYiltBvcOlWP8KduPUb/AZ/wklboRU9cOFwzr3cw/FjRqWy7U8jt7K6tr6R3zS3tnd29wr7B00ZJQKTBo5YJNo+koRRThqKKkbasSAo9Blp+aPLzG/dEyFpxG/VOCZeiAacBhQjpSWvGyI1xIil15Oe7BWKtmVXqm7ZgQvELZ+XnDPoWPYURTBHvVf46vYjnISEK8yQlB3HjpWXIqEoZmRidhNJYoRHaEA6mnIUEuml09ATeKKVPgwioYcrOFUXL1IUSjkOfb2ZhZS/vUz8y+skKqh6KeVxogjHs0dBwqCKYNYA7FNBsGJjTRAWVGeFeIgEwkr3tPQlfsiiyYlpQtPU7fxUAP8nzZLluJZ74xZrF/Oe8uAIHINT4IAKqIErUAcNgMEdeALP4MV4NF6NN+N9tpoz5jeHYAnGxzcgdpvz</latexit>

Lmc +Lo

<latexit sha1_base64="Joi2sJBTHC7DDpnxHjhEHeWhd6E=">AAACJHicdVDLSsNAFJ3UV42vqEs3Q4sgCCVpg627ohsXLirYB7QhTKbTdujkwcxELCF7v8SlW/0Id+LCjT/gTzhpK7SiBwYO59zLPXO8iFEhTfNDy62srq1v5Df1re2d3T1j/6Alwphj0sQhC3nHQ4IwGpCmpJKRTsQJ8j1G2t74MvPbd4QLGga3chIRx0fDgA4oRlJJrlHo+UiOMGLJdeomPk7hKVySwtQ1imbJrNbsigUXiF05L1tn0CqZUxTBHA3X+Or1Qxz7JJCYISG6lhlJJ0FcUsxIqvdiQSKEx2hIuooGyCfCSaZ/SeGxUvpwEHL1Agmn6uJGgnwhJr6nJrOY4reXiX953VgOak5CgyiWJMCzQ4OYQRnCrBjYp5xgySaKIMypygrxCHGEpapv6Up0n0UTqa5DXVft/FQA/yetcsmyS/aNXaxfzHvKgyNQACfAAlVQB1egAZoAgwfwBJ7Bi/aovWpv2vtsNKfNdw7BErTPb0yKpPY=</latexit>

�

<latexit sha1_base64="9gNAHkBLMTf5FAy8HhrSVQi6JoI=">AAACBnicdVDLSgMxFM3UVx1fVZdugkVwNczUwdZd0Y3LCvYB7VAyaaaNzSRDkhFL6d6lW/0Id+LW3/Ab/AkzbYVW9EDgcM693JMTJowq7bqfVm5ldW19I79pb23v7O4V9g8aSqQSkzoWTMhWiBRhlJO6ppqRViIJikNGmuHwKvOb90QqKvitHiUkiFGf04hipI3U6IiEpapbKLqOW674Zx5cIP7ZRck7h57jTlEEc9S6ha9OT+A0JlxjhpRqe26igzGSmmJGJnYnVSRBeIj6pG0oRzFRwXiadgJPjNKDkZDmcQ2n6uLGGMVKjeLQTMZID9RvLxP/8tqpjirBmPIk1YTj2aEoZVALmH0d9qgkWLORIQhLarJCPEASYW0KWrqSPGTR1MS2oW2bdn4qgP+TRsnxfMe/8YvVy3lPeXAEjsEp8EAZVME1qIE6wOAOPIFn8GI9Wq/Wm/U+G81Z851DsATr4xuYoJjw</latexit>

Total Loss

HoscPool

LossGCN HoscPool GCN HoscPool GCN Global 
Pooling

MLP

X 2 RN⇥F

<latexit sha1_base64="YsNqqKPCgrLNCbSh6u2VGil6m/w=">AAACJ3icdVDLSsNAFJ3Ud3xVXboZLAVXJWmD1Z0oiCtRsQ9oaplMJ+3QySTMTMQS8gV+iUu3+hHuRJeu/QknbYVW9MDAuefey7lzvIhRqSzrw8jNzS8sLi2vmKtr6xub+a3tugxjgUkNhywUTQ9JwignNUUVI81IEBR4jDS8wWnWb9wRIWnIb9QwIu0A9Tj1KUZKS5180Q2Q6nt+0kyhSzkcl15ynd4mF66iAZHwLO3kC1bJqh46FRtOEadyVLYPoF2yRiiACS47+S+3G+I4IFxhhqRs2Vak2gkSimJGUtONJYkQHqAeaWnKkfZpJ6PvpLColS70Q6EfV3CkTm8kKJByGHh6MrtW/u5l4l+9Vqz8w3ZCeRQrwvHYyI8ZVCHMsoFdKghWbKgJwoLqWyHuI4Gw0gnOuET32WkyNU1omjqdnwjg/6ReLtlOyblyCscnk5yWwS7YA/vABlVwDM7BJagBDB7AE3gGL8aj8Wq8Ge/j0Zwx2dkBMzA+vwFPSaX1</latexit>

A 2 RN⇥N

<latexit sha1_base64="G/otOfCtGVamiXzt5JSYmbJkoe8=">AAACJ3icdVC7TsMwFHV4lvAqMLJYVEhMVVIiWrYCC1NVEC2VmlI5rlOsOk5kO4gqyhfwJYys8BFsCEZmfgKnLVKL4EiWzj33Xp3r40WMSmVZH8bc/MLi0nJuxVxdW9/YzG9tN2UYC0waOGShaHlIEkY5aSiqGGlFgqDAY+TaG5xl/es7IiQN+ZUaRqQToD6nPsVIaamb33cDpG49PzlJoUs5HJdecpneJDVX0YBIWEu7+YJVtMoV59CGU8Q5PC7ZR9AuWiMUwAT1bv7L7YU4DghXmCEp27YVqU6ChKKYkdR0Y0kihAeoT9qacqR9OsnoOync10oP+qHQjys4Uqc3EhRIOQw8PZldK3/3MvGvXjtWfqWTUB7FinA8NvJjBlUIs2xgjwqCFRtqgrCg+laIb5FAWOkEZ1yi++w0mZomNE2dzk8E8H/SLBVtp+hcOIXq6SSnHNgFe+AA2KAMquAc1EEDYPAAnsAzeDEejVfjzXgfj84Zk50dMAPj8xs0mqXm</latexit>
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Clustering results (NMI) for the HOSCPOOL model

HOSCPOOL as an end-to-end higher-order clustering algorithm
• Architecture: message passing layer (GCN) + MLP

60 representation learning with graph neural networks

Dataset SC MSC DiffPool MinCutPool HoscPool-1 HoscPool-2 HoscPool

Cora 0.150±0.002 0.056±0.014 0.308±0.023 0.391±0.028 0.435±0.032 0.464±0.036 0.502
±0.029

PubMed 0.183±0.002 0.002±0.000 0.098±0.006 0.214±0.066 0.230±0.071 0.215±0.073 0.260±0.054
Photo 0.592±0.008 0.451±0.011 0.171±0.004 0.086±0.014 0.495±0.068 0.513±0.083 0.598

±0.101
PC 0.464±0.002 0.166±0.009 0.043±0.008 0.026±0.006 0.497±0.040 0.499±0.036 0.528

±0.041
CS 0.273±0.006 0.011±0.009 0.383±0.048 0.431±0.060 0.479±0.022 0.701±0.029 0.731

±0.018
DBLP 0.027±0.003 0.005±0.006 0.186±0.014 0.334

±0.026 0.326±0.027 0.284±0.026 0.312±0.027
Polblogs 0.017±0.000 0.014±0.001 0.317±0.010 0.440±0.390 0.992±0.003 0.994

±0.001 0.994
±0.005

Email-eu 0.485±0.030 0.382±0.019 0.096±0.034 0.253±0.028 0.317±0.026 0.488
±0.025 0.476±0.021

Syn1 0.000±0.000 1.000±0.000 0.035±0.000 0.043±0.008 0.041±0.006 1.000±0.000 1.000±0.000
Syn2 0.003±0.000 0.050±0.003 0.081±0.008 0.902±0.028 0.942±0.028 1.000±0.000 1.000±0.000
Syn3 1.000±0.000 1.000±0.000 0.067±0.001 0.052±0.002 0.115±0.006 0.826±0.005 1.000±0.000

Table 4.4: NMI obtained by clustering the nodes of various networks over ten different runs.

Table 4.4 shows the experimental results using the Normalized Mutual Information
(NMI) clustering metric [For10; MV13a]. HoscPool has a competitive performance
compared to the baseline models across most datasets. This trend is emphasized in
synthetic datasets, where we know that higher-order structure is critical, proving the
benefits of our clustering method. We have observed that DiffPool often fails to converge
to a good solution. Besides, MinCutPool, as also discussed in [Tsi+23], sometimes get
stuck in degenerate solutions (e.g., Amazon PC and Photo – all nodes are assigned to less
than 10% of clusters), failing to converge even when tuning model architecture and hyper-
parameters. HoscPool-1 shows superior performance and alleviates this issue, meaning
that it can be considered as an improved version of MinCutPool. MSC often performs
badly, revealing its excessive dependence on the presence of motifs. On the contrary, our
results highlight the robustness of HoscPool to the limited presence of motifs due to
its consideration for node features. Besides, HoscPool’s attention to finer granularity
levels allows to group nodes primarily based on motifs while still considering edges
when necessary, which may be the reason for the performance improvement with respect
to HoscPool-2. This ablation study proves the relevance of our underlying claims:
incorporating higher-order information leads to better communities, and combining
several motifs further helps. In terms of efficiency, the main complexity of HoscPool lies
in the derivation of AM, which remains relatively fast for triangle motifs: AM = A2

� A.
Despite being slower to compute compared to other coarsening graph techniques such as
MinCutPool, it is still affordable even for the larger graphs considered here.

graph classification. For this task, we consider a fixed network architecture
composed of: GNN – Pooling – GNN – Pooling – GNN – Global Pooling – Dense (⇥2). We
sometimes add skip connections and global pooling to the output of the first and second
GNN; and concatenate the resulting vector to the third GNN’s output. A pooling block
produces a cluster assignment matrix of dimension num nodes ⇥ int(num nodes ⇥ 0.25).

We have used several common benchmark datasets for graph classification, taken from
TUDataset [Mor+20], including three bioinformatics protein datasets Proteins, Enzymes,
and D&D; one mutagen Mutagenicity; one anticancer activity dataset NCI1; two chemical
compound datasets Cox-2-MD, ER-MD; one social network Reddit-Binary. Bench-hard
is taken from this source4 where X and A are completely uninformative if considered
alone. We split them into a training set (80%), validation set (10%), and test set (10%).
For featureless graphs, we use constant features.

4 https://github.com/FilippoMB/Benchmark dataset for graph classification

+
spectral

clustering
motif spectral

clustering

[Benson et al, Science ‘16], [Ying et al., NeurIPS ‘18], [Bianchi et al., ICML ‘20]
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Classification accuracy for the HOSCPOOL model

4.3 clustering and pooling for graph neural networks 61

Method Proteins NCI1 Mutagen. DD Reddit-B Cox2-MD ER-MD b-hard

NoPool 71.6±4.1 77.1±1.9 78.1±1.3 71.2±2.2 80.1±2.6 58.7±3.2 72.2±2.9 66.5±0.5
Random 75.7±3.2 77.0±1.7 79.2±1.3 77.1±1.5 89.3±2.6 62.9±3.6 73.0±4.5 69.1±2.1

GMT 75.0±4.2 74.9±4.3 79.4±2.2 78.1±3.2 86.7±2.6 58.9±3.6 74.3±4.5 70.1±3.4
MinCutPool 75.9±2.4 76.8±1.6 78.6±1.8 78.4±2.8 89.0±1.4 58.9±5.1 75.5±4.0 72.6±1.5

DiffPool 73.8±3.7 76.7±2.1 77.9±2.3 76.3±2.1 87.3±2.4 57.1±4.8 76.8±4.8 70.7±2.0
EigPool 74.2±3.1 75.0±2.2 75.2±2.7 75.1±1.8 82.8±2.1 59.8±3.4 73.1±3.8 69.1±3.1

SAGPool 70.6±3.5 74.1±3.9 74.4±2.7 71.5±4.1 74.7±4.5 56.9±9.7 71.7±8.2 39.6±9.6
ASAP 74.4±2.6 74.3±1.6 76.8±2.4 73.2±2.5 84.1±1.1 60.5±5.5 74.5±5.9 70.5±1.7

HoscPool-1 76.7±2.5 77.3±1.6 79.8±1.6 78.8±2.0 91.2±1.0 61.6±3.5 76.2±4.2 72.4±0.8
HoscPool-2 77.0±3.1 80.3

±2.0 92.8±1.5 66.4
±4.6 92.8

±1.5 66.4
±4.6 77.9±4.3 73.5±0.8

HoscPool 77.5
±2.3 79.9±1.7 82.3

±1.3 79.4
±1.8 93.6

±0.9 64.6±3.9 78.2
±3.8 74.0

±0.4

Table 4.5: Graph classification accuracy of various pooling operators.

We have compared HoscPool to representative graph classification baseline mod-
els, involving pooling operators DiffPool [Yin+18], MinCutPool [BGA20], EigPool
[Ma+19], SAGPool [LLK19], ASAP [RST20], and GMT [BKH21]. We implement a random
pooling operator (Random) to assess the benefits of pooling similar nodes together and a
model with a single global pooling operator (NoPool) to assess how useful leveraging
hierarchical information is.

The graph classification results are reported in Table 4.5, from which we draw the
following conclusions. First of all, we observe that performing pooling proves useful,
contrary to NoPool, in most cases. HoscPool compares favorably on all datasets w.r.t.
other pooling baselines. Higher-order connectivity patterns are more desirable than
first-order ones, and combining both is even better. This observation is aligned with the
findings of the previous paragraph and shows that better clustering (i.e., graph coarsen-
ing) is correlated with better classification performance. However, while the clustering
performance of HoscPool is significantly better than baselines, the performance gap
has slightly closed down on this task. Even more surprising, the benefits of existing
advanced node-grouping or node-dropping methods are not considerable with respect to
the Random pooling baseline.

discussion. From the experiments conducted here, we have noticed that despite
effectively learning a cluster assignment matrix – that assigns nodes to more clusters and
better balances the number of nodes per cluster – the performance gain w.r.t. the Random
baseline model is often not significant. To explain this behavior, we have examined the
properties of the graph datasets used. The experiments are detailed in our article [DM22].
In a nutshell, the benchmark graphs are relatively small, with few node types co-existing
in the same graph, weak homophily, and a relatively poor community structure, which
clustering algorithms aim to exploit. Besides, because most datasets do not have dense
node features (only labels), the node identifiability assumption is shaken and does not
enable our MLP of (4.13) to fully distinguish between same-label-nodes, thus making
it impossible to place them in distinct clusters. On top of that, we now need to learn
a clustering pattern that extends to all graphs, which is a much more complex task
(compared to a single graph in the clustering task). All these points raise questions for
future work regarding the functioning of hierarchical pooling operators for graph-level
prediction tasks.

GNN HOSCPOOL GNN HOSCPOOL GNN
Global 
Pooling(A,X)
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• End-to-end clustering with GNNs
J Leverages graph topology + node features
J Avoids eigenvalue decomposition of the Laplacian matrix
J Allows clustering of out-of-sample graphs 

• Higher-order topological information
J Flexible mechanism of HOSCPOOL

K Performance of hierarchical clustering–based pooling
– Graph classification benchmarks: small molecular graphs

Main Takeaways
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• Goal: learn a predictor      that performs well on new graphs                         
different from those in the training set    

Generalization on GNNs and Challenges
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• Why a challenging problem?
– Topology shift
– Size shift
– Feature distribution shift
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Generalization for Graphs Neural Networks
• Goal: learn a predictor f✓ that performs well on new graphs G ⇠ Dtest, di↵erent from those in the training set

Dtrain.

• Why complex?
• Topology shift: unseen motifs, degree ranges, community structure.
• Size shift: training on small graphs, testing on large (or vice-versa).
• Features Distribution shift: molecular sca↵olds, evolving social networks, etc.

• Examples: molecular sca↵olds, evolving social networks, etc.

• Active research: data augmentation, regularization, architecture refinements, PAC-Bayes bounds, etc.
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<latexit sha1_base64="Rd44c13JfuuFeTwU4gRc1+LATNM=">AAACGHicdVDLSgNBEJz1GeMr6k0vg0HwFHY1JjkG9eAxgnlAEsLsZJIMmZ1dZnolYVnwO/wAr/oJ3sSrN7/A33A2iZCIFjQUVd10d7mB4Bps+9NaWl5ZXVtPbaQ3t7Z3djN7+zXth4qyKvWFrxou0UxwyarAQbBGoBjxXMHq7vAq8ev3TGnuyzsYB6ztkb7kPU4JGKmTOWx5BAaUiOg67kQtYCOIQBEu47iTydo5u1jKnzt4juQdp1i4wE7OniCLZqh0Ml+trk9Dj0mggmjddOwA2hFRwKlgcboVahYQOiR91jRUEo/pdjT5IcYnRuninq9MScATdX4iIp7WY881ncnF+reXiH95zRB6pXbEZRACk3S6qBcKDD5OAsFdrhgFMTaEUMXNrZgOiCIUTGwLW4JRcpqO0yaZn/fx/6R2lnMKucJtPlu+nGWUQkfoGJ0iBxVRGd2gCqoiih7QE3pGL9aj9Wq9We/T1iVrNnOAFmB9fAOzUaIH</latexit>Dtrain
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<latexit sha1_base64="CljLEhkC1nYEyJ5zUd2dRalotus=">AAACF3icdVDLSgNBEJz1bXxFPYmXwSB4CrsakxxFPXiMYFRIlmV20tHB2QczvZKwLH6HH+BVP8GbePXoF/gbziYREtGChqKqm+4uP5ZCo21/WlPTM7Nz8wuLhaXlldW14vrGpY4SxaHJIxmpa59pkCKEJgqUcB0rYIEv4cq/O8n9q3tQWkThBfZjcAN2E4qu4AyN5BW32gHDW85kepp5aRuhhymCxizziiW7bNfqlQOHjpGK49Sqh9Qp2wOUyAgNr/jV7kQ8CSBELpnWLceO0U2ZQsElZIV2oiFm/I7dQMvQkAWg3XTwQkZ3jdKh3UiZCpEO1PGJlAVa9wPfdOYH699eLv7ltRLs1t1UhHGCEPLhom4iKUY0z4N2hAKOsm8I40qYWym/ZYpxNKlNbIl7+Wk6K5hkft6n/5PL/bJTLVfPK6Wj41FGC2Sb7JA94pAaOSJnpEGahJMH8kSeyYv1aL1ab9b7sHXKGs1skglYH9/tcKGf</latexit>Dtest

Topology shift Size shift Feature distribution shift

• Regularization
• Architecture refinements
• Data augmentation



• Augmentation strategy: For each training graph                , the generator         
produces M samples

A Theoretical Framework for Graph Data Augmentation

40

<latexit sha1_base64="Vz0AxKcq2am7HKzagfqOSvw9S3I=">AAACEnicdVDLSgMxFM3UV62v8bFzEyxCBSkzWtsuiy50WcHWQjsMmTRtQzOZIcmIdZi/8APc6ie4E7f+gF/gb5hpK7SiBwKHc+7lnhwvZFQqy/o0MguLS8sr2dXc2vrG5pa5vdOUQSQwaeCABaLlIUkY5aShqGKkFQqCfI+RW294kfq3d0RIGvAbNQqJ46M+pz2KkdKSa+4VOj5SA4xYfJm4/BiOXH7kmnmraFWqpVMbzpCSbVfKZ9AuWmPkwRR11/zqdAMc+YQrzJCUbdsKlRMjoShmJMl1IklChIeoT9qacuQT6cTj9Ak81EoX9gKhH1dwrM5uxMiXcuR7ejKNKn97qfiX145Ur+rElIeRIhxPDvUiBlUA0ypglwqCFRtpgrCgOivEAyQQVrqwuSvhfRpNJjndzM/34f+keVK0y8XydSlfO592lAX74AAUgA0qoAauQB00AAYP4Ak8gxfj0Xg13oz3yWjGmO7sgjkYH99qmp3w</latexit>

(Gn, yn) <latexit sha1_base64="+dPL93PpXlOzf5Fn1U4ObdxrgYQ=">AAACEHicdVDLSsNAFJ3UV62vWJduBovgKiRa2y6rblxWsA9oQphMJu3QyYOZibSE/oQf4FY/wZ249Q/8An/DSVuhFT0wcDjnXu6Z4yWMCmman1phbX1jc6u4XdrZ3ds/0A/LHRGnHJM2jlnMex4ShNGItCWVjPQSTlDoMdL1Rje5330gXNA4upeThDghGkQ0oBhJJbl62Q6RHHpBdjV1bab2fOTqFdMw643qhQWXSNWy6rVLaBnmDBWwQMvVv2w/xmlIIokZEqJvmYl0MsQlxYxMS3YqSILwCA1IX9EIhUQ42Sz7FJ4qxYdBzNWLJJypyxsZCoWYhJ6azJOK314u/uX1Uxk0nIxGSSpJhOeHgpRBGcO8COhTTrBkE0UQ5lRlhXiIOMJS1bVyJRnn0cS0pJr5+T78n3TODatm1O6qleb1oqMiOAYn4AxYoA6a4Ba0QBtgMAZP4Bm8aI/aq/amvc9HC9pi5wisQPv4BhQxndo=</latexit>

A�
<latexit sha1_base64="7k+IVHrjouqs360zSowqt/eWx/E=">AAACc3icdVHRTtswFHUyNlhgo9seebHokIqUVclWWl4msfEAL0hMWgGp6SLHccDCdoLtTIssf+i0D9gX7B0nLVKZtiNZOjr3Ht/r46xiVOko+un5T9aePlvfeB5sbr14ud179fpClbXEZIpLVsqrDCnCqCBTTTUjV5UkiGeMXGa3x2398juRipbiq24qMufoWtCCYqSdlPbqQaIpy4lJONI3GDFzYm1qhP1muA0XNdg8CPsB7JAoymHnyArzKTUJcxNzZO1g5ZpUhE0q9sMguburUQ75xzhM8lKr8Czt9aNhNDkcfYjhChnF8WR8AONh1KEPljhPe7+dE9ecCI0ZUmoWR5WeGyQ1xYzYIKkVqRC+Rddk5qhAnKi56eKxcM8pOSxK6Y7QsFNXHQZxpRqeuc52e/V3rRX/VZvVujicGyqqWhOBF4OKmkFdwjZrmFNJsGaNIwhL6naF+AZJhLX7kUdTqh/tasoGLpmH58P/k4v3w3g8HH8Z9Y8+LzPaADtgFwxADCbgCJyCczAFGPzyPC/wNr0//o6/679dtPre0vMGPIL/7h7pqL4e</latexit>

(G̃m
n , ỹ

m
n ) ⇠ A�(Gn, yn), m = 1, . . . ,M

Vanilla training
<latexit sha1_base64="r0id3q5FRrj+4dyI9NVVfKUngng=">AAACOHicdVBNSwMxEM36bf2qevQSLIKClF2trQiCqKAnUbAqdOuSTVMNZrNLMiuWsP/F3+EP8KpXb97Eq7/AbK2iogMDj/dmmDcvTATX4LpPTl//wODQ8MhoYWx8YnKqOD1zouNUUVansYjVWUg0E1yyOnAQ7CxRjEShYKfh1U6un14zpXksj6GTsGZELiRvc0rAUkFxw48IXFIi8G5gfGA3YEARLrNs0zeLX+JeIJc7gVzys8DITS87NwdZUCy5Zbe2Xln18DdQ8bxadQ17ZbdbJdSrw6D44rdimkZMAhVE64bnJtA0RAGngmUFP9UsIfSKXLCGhZJETDdN98cML1imhduxsi0Bd9nvG4ZEWnei0E7mpvVvLSf/0hoptNebhsskBSbpx6F2KjDEOA8Mt7hiFETHAkIVt14xvSSKULCx/riS3OTWdFawyXy+j/8HJytlr1quHlVKW9u9jEbQHJpHi8hDNbSF9tEhqiOKbtE9ekCPzp3z7Lw4rx+jfU5vZxb9KOftHRVbrmA=</latexit>

Dtrain = {(Gn, yn)}Nn=1

<latexit sha1_base64="vAo+6RVphwI3YxWLnOS5aFQkDPA=">AAACWHicdVDdahNBGP2yVdvGv1gvvRkMQgoSdjQmvSkUvdALkQqmLWbjMjv5Nhk6O7vMfCsNy76br6EPoJf6CM4msbSiBwbOnDPfz5yk0MpRGH5tBVs3bt7a3tlt375z9979zoO9E5eXVuJY5jq3Z4lwqJXBMSnSeFZYFFmi8TQ5f9X4p5/ROpWbD7QscJqJuVGpkoK8FHc+RpmghRSave1FtEAS+4dRaoWseF29qyNXZnFlDnn9yd/a7BIRah0laq57lw1ex+bpukVj2P240w374ehg8JyzK2TA+Wj4gvF+uEIXNjiOOz+iWS7LDA1JLZyb8LCgaSUsKamxbkelw0LIczHHiadGZOim1SqDmj3xyoylufXHEFupVysqkTm3zBL/slnY/e014r+8SUnpwbRSpigJjVwPSkvNKGdNoGymLErSS0+EtMrvyuRC+ATJx35tSnHRrObqtk/mz/fZ/8nJsz4f9ofvB92jl5uMduARPIYecBjBEbyBYxiDhC/wHX7Cr9a3AILtYHf9NGhtah7CNQR7vwEpe7RS</latexit>

L(✓) =
1
N

NX

n=1

`
⇣
Gn,✓

⌘

<latexit sha1_base64="Vbqbv6/qlDoHCi2XGeBRgmYY1/w=">AAACSHicdVBNbxMxEPWGAiV8pXDk4hIhlUu0CyHpBamiF4Q4tBJpK8VRNOtMEqu2d7FnK6LV/id+Bz+gUk/lxpUb4lZvEqQWwUiWn96b0bx5aa6Vpzi+iBq3Nm7fubt5r3n/wcNHj1tbT458VjiJA5npzJ2k4FEriwNSpPEkdwgm1Xicnu7X+vEZOq8y+4kWOY4MzKyaKgkUqHHrg6A5EoxL4QlcJbaFVwY/h38OtNKanPO3AtxMGGVD45KshAGaS9D8486KeTluteNO3N/tvk74NdBNkn7vDU868bLabF0H49YPMclkYdCS1OD9MIlzGpXgSEmNVVMUHnOQpzDDYYAWDPpRuby54i8CM+HTzIVniS/Z6xMlGO8XJg2dtVP/t1aT/9KGBU13R6WyeUFo5WrRtNCcMl4HyCfKoSS9CACkU8Erl3NwICnEfGNL/qW25qtmSObP+fz/4OhVJ+l1eofd9t67dUab7Bl7znZYwvpsj71nB2zAJPvKztkl+x59i35Gv6Lfq9ZGtJ55ym5Uo3EFaVmzUg==</latexit>

✓?' ✓̂ = arg min
✓
L(✓)

Training set

Empirical risk

Optimal parameters

cross-entropy

<latexit sha1_base64="uGifDkLNg6G0J2rBolqpBin2XnY=">AAACjXicdVHbbhMxEPUul5ZwaQqPfbEIlVoJRbuQJn2gqCoP5YGiIpG2UjasvM5sYtXeXdmzqJHlb+D7+AK+oO94kxS1CEayND7nzJzxOKukMBhFP4Pw3v0HD9fWH7UeP3n6bKO9+fzMlLXmMOSlLPVFxgxIUcAQBUq4qDQwlUk4zy4/NPz5d9BGlMVXnFcwVmxaiFxwhh5K2z8SxXDGmaSfUpsgXKFl9dS5nQRngGz3oEVpkmvGbezsZ5eYWqW2OIjdt+Z2Q5ysCLUgTpwvWkYCUiaZmErfT8gJ2D92x8738WLlXi+tGpneTdudqBsN9ntvY3or6cXxoL9H4260iA5ZxWna/pVMSl4rKJBLZswojiocW6ZRcAmuldQGKsYv2RRGPi2YAjO2i8U5uu2RCc1L7U+BdIHerrBMGTNXmVc2c5u/uQb8FzeqMd8fW1FUNULBl0Z5LSmWtPkFOhEaOMq5TxjXws9K+Yz5baL/qzsu1VUzmnEtv5mb59P/J2dvunG/2//S6xwerXa0TrbIS7JDYjIgh+QjOSVDwsl1sBW8CrbDjXAvfBe+X0rDYFXzgtyJ8Pg3Ya3ILA==</latexit>

Laug(✓) =
1
N

NX

n=1

1
M

MX

m=1

`
⇣
G̃m

n ,✓
⌘

<latexit sha1_base64="WCboYm9C2ygG7hCI81lfs9OOfa0=">AAACq3icdVHbbhMxEPUutxJugT7yYhEhFQlWuxCS8lCpapHgBVQEaSviEHm9k9aq17uyZ6GR5U/ig/gCfgNvkqoXlZEsHZ0zM2dmnNdKWkzTP1F84+at23fW7nbu3X/w8FH38ZN9WzVGwEhUqjKHObegpIYRSlRwWBvgZa7gID/ZbfWDn2CsrPQ3nNcwKfmRljMpOAZq2v3NfskCUKoCHCs5Hguu6Hs/dQzhFB0aLrX3HRpi61y/TqZMNPUKuQ12peWH0FL7H670L5cSnZ8RL1hrZ5vcIhcnTm9lSfLZB+mcK1vuk/fTbi9N0uFm/01GL4B+lg0Hb2mWpIvokVXsTbt/WVGJpgSNQnFrx1la48Rxg1Io8B3WWKiDAz+CcYCal2AnbnFWT58HpqCzyoSnkS7YixWOl9bOyzxktmvaq1pLXqeNG5xtTpzUdYOgxdJo1iiKFW3/iBbSgEA1D4ALI8OsVBxzwwWGn7zkUp+2o1nfCZc5W5/+H+y/TrJBMvjS723vrG60Rp6SZ2SDZGRItslHskdGRETr0btoJ9qNX8Vf4+8xW6bG0apmnVyKGP4B3AbTUg==</latexit>

eDtrain = Dtrain [ {(G̃m
n , ỹ

m
n )}m=1..M

n=1..N

<latexit sha1_base64="CwnmfvZCIsue5KvdBglHZC1w3v4=">AAACTnicdVBNixNBFOyJ7m6M65rVo5fGsBAvYUazyV6ERS8ePEQwH5AJ4U3nJWnS0zN0v1k2DPO3/B1eBa/qP9jboj1JhI24BQ1FVTXvvYpSJS35/jev8uDhweFR9VHt8fGTk6f102cDm2RGYF8kKjGjCCwqqbFPkhSOUoMQRwqH0ep96Q+v0FiZ6M+0TnESw0LLuRRATprWe3m4BAppiQTTPCS8phyyRVHUeIm3IZhFGEtdemWmCGOgpQDFP+7Fm1v7VTGtN/yW371ovwn4HdIOgm7nnActf4MG26E3rf8KZ4nIYtQkFFg7DvyUJjkYkkJhUQsziymIFSxw7KiGGO0k31xe8DOnzPg8Me5p4hv17o8cYmvXceSS5d72X68U/+eNM5pfTHKp04xQi+2geaY4Jbyskc+kQUFq7QgII92uXCzBgCBX9t6U9LpczRY118zf8/n9ZPC6FXRanU/txuW7XUdV9oK9ZE0WsC67ZB9Yj/WZYF/Yd/aD/fS+ejferfd7G614uz/P2R4q1T80c7bM</latexit>

✓̂aug = arg min
✓
Laug(✓)

Training with augmentation



Goals of augmentation: minimize the generalization error

A Theoretical Framework for Graph Data Augmentation

41[Shalev-Shwartz and Ben-David, Understanding Machine Learning ‘14]

<latexit sha1_base64="iOD8neIe59BzEod+enooQfgDoew=">AAACwXicrVHbbtNAEF2bS0u4BXjkZUWE1EoQ2TQkfaxoEbxRJNIGxVY03ozjVdcX7Y5Ro5W/jq/gC/iNrt2AUgRvHGmlozOXMzuTVEoaCoIfnn/r9p27O7v3evcfPHz0uP/k6Zkpay1wKkpV6lkCBpUscEqSFM4qjZAnCs+Ti+M2fv4NtZFl8YXWFcY5rAqZSgHkpEX/e5QDZUli3zcL23EByn5oeGRkzn8LJ41TFKY05xEqtbeV+YpHGZCNKEOCtgnhJVmoV02zzyMtVxnFvde9/+HTWbhyQ6C3mi/6g2AYTA5HByHfIqMwnIzf8nAYdBiwDU4X/Z/RshR1jgUJBcbMw6Ci2IImKRQ2vag2WIG4gBXOHS0gRxPbbtkNf+mUJU9L7V5BvFO3KyzkxqzzxGW2w5s/Y634t9i8pvQwtrKoasJCXBulteJU8vZyfCk1ClJrR0Bo6WblIgMNgtx9b7hUl+1opmk38+v7/N/k7M0wHA/Hn0eDo3ebHe2y5+wF22Mhm7Aj9pGdsikT3r73yZt5X/1jX/qVr69TfW9T84zdgG+vAG933mA=</latexit>

EG⇠D
h
`(G, ✓̂aug)

i
� EG⇠D [`(G,✓?)]Excess risk

(generalization error)
true risk of model 

on data distribution
true risk of 

augmented model

Theorem (informal)
Let                        be a classification loss function. Then, with a probability at least                

  over the samples          , we have    

<latexit sha1_base64="Vl9Z4ltzRoTzO+LMc6KAYPPc6DM=">AAACHHicdVDLSgMxFM34rONr1KUgwSJUKGVGa9tl0Y3LCvYBnaFk0rQNzWSGJCOW0p3f4Qe41U9wJ24Fv8DfMDOt0IoeSDiccy/33uNHjEpl25/G0vLK6tp6ZsPc3Nre2bX29hsyjAUmdRyyULR8JAmjnNQVVYy0IkFQ4DPS9IdXid+8I0LSkN+qUUS8APU57VGMlJY61pFLGMu5uBuqfPqfQpdy2LbzjmeaZsfK2gW7XCmeO3COFB2nXLqATsFOkQUz1DrWl9sNcRwQrjBDUrYdO1LeGAlFMSMT040liRAeoj5pa8pRQKQ3Tu+YwBOtdGEvFPpxBVN1vmOMAilHga8rA6QG8reXiH957Vj1Kt6Y8ihWhOPpoF7MoAphEgrsUkGwYiNNEBZU7wrxAAmElY5uYUp0n6wmJ0kyP+fD/0njrOCUCqWbYrZ6OcsoAw7BMcgBB5RBFVyDGqgDDB7AE3gGL8aj8Wq8Ge/T0iVj1nMAFmB8fAMaYKAn</latexit>

`(·, ·) 2 [0, 1]
<latexit sha1_base64="Rd44c13JfuuFeTwU4gRc1+LATNM=">AAACGHicdVDLSgNBEJz1GeMr6k0vg0HwFHY1JjkG9eAxgnlAEsLsZJIMmZ1dZnolYVnwO/wAr/oJ3sSrN7/A33A2iZCIFjQUVd10d7mB4Bps+9NaWl5ZXVtPbaQ3t7Z3djN7+zXth4qyKvWFrxou0UxwyarAQbBGoBjxXMHq7vAq8ev3TGnuyzsYB6ztkb7kPU4JGKmTOWx5BAaUiOg67kQtYCOIQBEu47iTydo5u1jKnzt4juQdp1i4wE7OniCLZqh0Ml+trk9Dj0mggmjddOwA2hFRwKlgcboVahYQOiR91jRUEo/pdjT5IcYnRuninq9MScATdX4iIp7WY881ncnF+reXiH95zRB6pXbEZRACk3S6qBcKDD5OAsFdrhgFMTaEUMXNrZgOiCIUTGwLW4JRcpqO0yaZn/fx/6R2lnMKucJtPlu+nGWUQkfoGJ0iBxVRGd2gCqoiih7QE3pGL9aj9Wq9We/T1iVrNnOAFmB9fAOzUaIH</latexit>Dtrain

<latexit sha1_base64="zu5plMda+ege16Y9BugvXHSAniw=">AAADx3icrVLbbtNAEHViLiXcUnjkZUSElKhtGoc06WO5CZAqVBBpK2VDtF6vk1XXl3rHJZHZB/6OX+AL+A3WTghJRd4YyfJo5pyZObPjxlIobLV+lsr2jZu3bm/dqdy9d//Bw+r2o1MVpQnjfRbJKDl3qeJShLyPAiU/jxNOA1fyM/fiVZ4/u+KJElH4GWcxHwZ0HApfMIomNNou/SABxYnrZm/0KCt8RmX2VgMQJQJYRl5rTST3EQZAuJT1FegumVDMCE440rwI8ilmNB1r3QCSiPEEYQh78D8aFT0MXSFNVqsbxiW0/xb5pOs5eW0YaMAOwAFRl4mZ1k8oy9pERuN6Z594XCJt6OyDge3khQra8VLNsYh1PukGCdcV7AL5KjyOQnp8FagL4IsRkeaFPKphqbT4k2+beHuw1m4uO4cvFlCpVEbVWqvZ6h12njuw4nQcp9c9AKfZKqxmLexkVP1FvIilAQ+RSarUwGnFOMxogoJJriskVTym7IKO+cC4IQ24GmbFyWl4ZiIe+FFivhChiK4yMhooNQtcg8wHV9dzefBfuUGK/uEwE2GcIg/ZvJGfSsAI8vsFTyScoZwZh7JEmFmBTah5TDRXvtYlnuajKZ1v5o982OyctptOt9n92KkdvVzsaMt6Yj216pZj9awj6511YvUtVt4v98tfyiP7vR3ZV/Z0Di2XFpzH1prZ338DNo8+fQ==</latexit>

EG⇠D
h
`(G, ✓̂aug)

i
� EG⇠D [`(G,✓?)]  2R(`aug) + 5

r
2 log(4/�)

N
+ 2LLipEG⇠D,eG⇠A�

����eG �G
����
�

<latexit sha1_base64="HcDIs4WraINFRqIyENH/aeM7W0c=">AAACB3icdVDLSsNAFJ3UV42vqks3g0VwY0i0tl0W3bisYB+QhjKZTNqhk5kwMxFL6Af4AW71E9yJWz/DL/A3TNoKreiBC4dz7uXee/yYUaVt+9MorKyurW8UN82t7Z3dvdL+QVuJRGLSwoIJ2fWRIoxy0tJUM9KNJUGRz0jHH13nfueeSEUFv9PjmHgRGnAaUox0JrnOWS8gTCPTNPulsm3ZtXrlwoELpOI4teoldCx7ijKYo9kvffUCgZOIcI0ZUsp17Fh7KZKaYkYmZi9RJEZ4hAbEzShHEVFeOj15Ak8yJYChkFlxDafq4kSKIqXGkZ91RkgP1W8vF//y3ESHdS+lPE404Xi2KEwY1ALm/8OASoI1G2cEYUmzWyEeIomwzlJa2hI/5KepSZ7Mz/vwf9I+t5yqVb2tlBtX84yK4Agcg1PggBpogBvQBC2AgQBP4Bm8GI/Gq/FmvM9aC8Z85hAswfj4Bp1RmSI=</latexit>

1 � �

generalization error augmentation error
distance between the original graph and the 

augmented samples

Rademacher complexity
capacity of the GNN to fit 

random noise

<latexit sha1_base64="p94clWWibjL4a9Q3Kc+WW1wfRvI=">AAAC13icdVFNj9MwEHXC11K+Chy5jKiQioSqBEq7lxUrEIITKmi7u6gJkeNOWmsdJ4odtJWxuCGu/Lz9BfwNnLRAdwUjRRm/98bzPJOWgisdBGeef+nylavXdq53bty8dftO9+69Q1XUFcMpK0RRHadUoeASp5prgcdlhTRPBR6lJ68a/ugzVooX8kCvSoxzupA844xqByXdsyinesmoMB9sP0IhEhNpPNWG1gtr4TEA7EGrSVPz2joWS8WFK5UQKZ7D5C9kbSQw0zADR9Vlc9MSNYWIO+1Bk1pYK75AlFWUmdCad7YR54mRe6H91B63Olw01P9j941N5BNYd3Auo4ovlu7izT/udJJuLxgE493hsxC2kmEYjkfPIRwEbfTIJiZJ92c0L1ido9RMUKVmYVDq2NBKcybQdqJaYUnZCV3gzKWS5qhi067AwiOHzCErKvdJDS26XWFortQqT52yeYG6yDXgv7hZrbPd2HBZ1holWzfKagG6gGafMOcVMi1WLqGs4s4rsCV1w9Vu6+e6lKeNNWWbyfx+Pvw/OXw6CEeD0fthb//lZkY75AF5SPokJGOyT96SCZkS5r3w0JNe4X/0v/rf/O9rqe9tau6Tc+H/+AUKwuYu</latexit>

R(`aug) = E✏n⇠P✏

2
666664sup
✓2⇥

�������
1
N

NX

n=1

✏n`aug(Gn,✓)

�������

3
777775 If augmented graphs are too far from 

originals, the bound becomes large 
(bias increases)

<latexit sha1_base64="G/HMVFHbAEprQZTsc+ubcUFRV8M=">AAACQXicdVDLSsNAFJ34rPUVdelmsAhuLInWtkuxC11WsCo0pUwmN3Zw8mBmopaYD/I7/AC39gvEnbh146S20IpeuHA4517uuceNOZPKsgbGzOzc/MJiYam4vLK6tm5ubF7KKBEUWjTikbh2iQTOQmgppjhcxwJI4HK4cm8buX51B0KyKLxQ/Rg6AbkJmc8oUZrqmg3n0QmI6lHC0yFw/bSXdVPnnnmgGPcgPc2yDO/jKXW8ojXnsWuWrLJVq1cObTwBKrZdqx5hu2wNq4RG1eyab44X0SSAUFFOpGzbVqw6KRGKUQ5Z0UkkxITekhtoaxiSAGQnHT6b4V3NeNiPhO5Q4SE7uZGSQMp+4OrJ3KX8reXkX1o7UX69k7IwThSE9OeQn3CsIpwnhz0mgCre14BQwbRXTHtEEKp0vlNX4ofcmsyKOpnx+/h/cHlQtqvl6nmldHwyyqiAttEO2kM2qqFjdIaaqIUoekIv6BUNjGfj3fgwPn9GZ4zRzhaaKuPrG3JVs8E=</latexit>kheG � hGk
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Gratin dauphinois 🥔

GNN Pooling 
layer

Set of train class from 
the same class in           

<latexit sha1_base64="Rd44c13JfuuFeTwU4gRc1+LATNM=">AAACGHicdVDLSgNBEJz1GeMr6k0vg0HwFHY1JjkG9eAxgnlAEsLsZJIMmZ1dZnolYVnwO/wAr/oJ3sSrN7/A33A2iZCIFjQUVd10d7mB4Bps+9NaWl5ZXVtPbaQ3t7Z3djN7+zXth4qyKvWFrxou0UxwyarAQbBGoBjxXMHq7vAq8ev3TGnuyzsYB6ztkb7kPU4JGKmTOWx5BAaUiOg67kQtYCOIQBEu47iTydo5u1jKnzt4juQdp1i4wE7OniCLZqh0Ml+trk9Dj0mggmjddOwA2hFRwKlgcboVahYQOiR91jRUEo/pdjT5IcYnRuninq9MScATdX4iIp7WY881ncnF+reXiH95zRB6pXbEZRACk3S6qBcKDD5OAsFdrhgFMTaEUMXNrZgOiCIUTGwLW4JRcpqO0yaZn/fx/6R2lnMKucJtPlu+nGWUQkfoGJ0iBxVRGd2gCqoiih7QE3pGL9aj9Wq9We/T1iVrNnOAFmB9fAOzUaIH</latexit>Dtrain

Training of message 
passing layers

Trained graph 
representations

<latexit sha1_base64="cSKbHZZUtuqjb3dAgwyezGBF6Ok=">AAACVXicdVBNS8NAFNzGWrV+tOrRy2IRPEhJtLa9CEUvHhVsKzQlbDYvdnHzwe5GLSE/zd8hnj140Z8guKkV2qIDC8PMe7zZcWPOpDLN14KxVFwurayuldc3Nrcq1e2dnowSQaFLIx6JW5dI4CyErmKKw20sgAQuh757f5H7/QcQkkXhjRrHMAzIXch8RonSklPt24/MA8W4B6kdEDWihKeXmUMzfIbtdNF1/XSUZUf4bx3bkgU4dqidOdWaWTdb7caJhWdIw7JazVNs1c0JamiKK6f6bnsRTQIIFeVEyoFlxmqYEqEY5ZCV7URCTOg9uYOBpiEJQA7TSQEZPtCKh/1I6BcqPFFnN1ISSDkOXD2Zp5WLXi7+5Q0S5beHKQvjREFIfw75Cccqwnmb2GMCqOJjTQgVTGfFdEQEoUp3Pnclfsqjyaysm/n9Pv6f9I7rVrPevG7UOufTjlbRHtpHh8hCLdRBl+gKdRFFz+gNfaDPwkvhyygapZ9RozDd2UVzMCrf5k+4vQ==</latexit>

fHc = {eh,eh ⇠ pc}
<latexit sha1_base64="Qb47Q+yDW7//dHB61rtleRUxPow=">AAACSnicdVBNS8NAEN3U7/oV9ehlsQgeJCRaWy9CUcEePChYKzQhbLYbu3SzCbsbsYT8KX+HP0CPevHuTbyYxKqt6MDAm/dmmJnnRYxKZZqPWmlicmp6ZnauPL+wuLSsr6xeyjAWmLRwyEJx5SFJGOWkpahi5CoSBAUeI22vf5Tr7RsiJA35hRpExAnQNac+xUhllKuf2gFSPYxY0kxdDA+gnRSM5yc991s7SdNtOFJBm/Kf+jh1E5zaadnVK6Zh1veruxYcAVXLqtf2oGWYRVTAMM5c/cXuhjgOCFeYISk7lhkpJ0FCUcxIWrZjSSKE++iadDLIUUCkkxRfp3AzY7rQD0WWXMGCHZ1IUCDlIPCyzvxS+VvLyb+0Tqz8fSehPIoV4fhzkR8zqEKYWwi7VBCs2CADCAua3QpxDwmEVWb02JboNj9NFs58vQ//B5c7hlUzaufVSuNw6NEsWAcbYAtYoA4aoAnOQAtgcAcewBN41u61V+1Ne/9sLWnDmTUwFqXJDzJEtM0=</latexit>

Hc = {hG,G 2 Dc}

<latexit sha1_base64="BAPbD0NEkw7mkC7K8Ix2Gvo5G/4=">AAACS3icdVDLSsNAFJ3Ud31VXboZLIIFKYnW1o0guhFEUbRaaGqYTCftkJlkmJmIJear/A4/wK0u/AB34sKkrdCKXrhwOPdc7rnHFYwqbZovRm5icmp6ZnYuP7+wuLRcWFm9UWEkManjkIWy4SJFGA1IXVPNSENIgrjLyK3rH2fz23siFQ2Da90TpMVRJ6AexUinlFM4E1s2R7rrenE3KcEDaKuIO7F/YCV38WkCbUEdH/YlGLH4PBmRP9o8cvxtaF/RDkeOX8o7haJZNmv7lV0LjoCKZdWqe9Aqm/0qgmFdOIV3ux3iiJNAY4aUalqm0K0YSU0xI0nejhQRCPuoQ5opDBAnqhX3307gZsq0oRfKtAMN++zoRoy4Uj3upsrMs/o9y8i/Zs1Ie/utmAYi0iTAg0NexKAOYZYhbFNJsGa9FCAsaeoV4i6SCOs06bEr4iGzppIsmZ/34f/gZqdsVcvVy0rx8GiY0SxYBxtgC1igBg7BCbgAdYDBE3gBr+DNeDY+jE/jayDNGcOdNTBWualvKPS0Hw==</latexit>

p(h) =
KX

k=1

⇡kN(h|µk,⌃k)

fit sample

Post-
Readout ŷG

<latexit sha1_base64="APhygoqlBx0p1+PruE0rWWwES2Q=">AAACFHicdVDLSsNAFJ34rPEV69LNYBFclaQNtu6KLnRZwT6gKWUynbRDJw9mJtIQ8hsu3epHuBO37v0Gf8JJW6EVPXDhcM693MNxI0aFNM1PbW19Y3Nru7Cj7+7tHxwaR8W2CGOOSQuHLORdFwnCaEBakkpGuhEnyHcZ6biT69zvPBAuaBjcyyQifR+NAupRjKSSBkbR8ZEcu17qjJFMkywb3AyMklk2a3W7asElYlcvK9YFtMrmDCWwQHNgfDnDEMc+CSRmSIieZUaynyIuKWYk051YkAjhCRqRnqIB8onop7PsGTxTyhB6IVcTSDhTly9S5AuR+K7azJOK314u/uX1YunV+ykNoliSAM8feTGDMoR5EXBIOcGSJYogzKnKCvEYcYSlqmvlSzTNo4lM16Guq3Z+KoD/k3albNll+84uNa4WPRXACTgF58ACNdAAt6AJWgCDKXgCz+BFe9RetTftfb66pi1ujsEKtI9v8qaegA==</latexit>

GMM

Sampled augmented
representations

<latexit sha1_base64="EygPhYHQLtdvIN3gVaQPwuBWOG4=">AAACBHicdVDLSgMxFM34rPVVdekmWIS6GWa0tl0W3bisYB/QDiWTybShmWRIMmIZuvUD3OonuBO3/odf4G+YaSu0ogcuHM65l3vv8WNGlXacT2tldW19YzO3ld/e2d3bLxwctpRIJCZNLJiQHR8pwignTU01I51YEhT5jLT90XXmt++JVFTwOz2OiRehAachxUgbqTMo9XAg9Fm/UHRsp1orX7hwgZRdt1q5hK7tTFEEczT6ha9eIHASEa4xQ0p1XSfWXoqkppiRSb6XKBIjPEID0jWUo4goL53eO4GnRglgKKQpruFUXZxIUaTUOPJNZ4T0UP32MvEvr5vosOallMeJJhzPFoUJg1rA7HkYUEmwZmNDEJbU3ArxEEmEtYloaUv8kJ2mJnmTzM/78H/SOrfdil25LRfrV/OMcuAYnIAScEEV1MENaIAmwICBJ/AMXqxH69V6s95nrSvWfOYILMH6+AbtlJjg</latexit>

g(·) <latexit sha1_base64="7c1Ibz59DbuCbrN4fGvkvKDxTrc=">AAACEnicdVDLTgIxFO3gC/E1PnZuGokJbsiMIrAkunGJiTwSIKRTCjR0ppP2jgEn/IUf4FY/wZ1x6w/4Bf6G5WECRk/S5OSce3NPjxcKrsFxPq3Eyura+kZyM7W1vbO7Z+8fVLWMFGUVKoVUdY9oJnjAKsBBsHqoGPE9wWre4Hri1+6Z0lwGdzAKWcsnvYB3OSVgpLZ91AQ2BIC4LKUYZ5q0I+GsbaedrFMo5i5cvEByrlvIX2I360yRRnOU2/ZXsyNp5LMAqCBaN1wnhFZMFHAq2DjVjDQLCR2QHmsYGhCf6VY8TT/Gp0bp4K5U5gWAp+riRkx8rUe+ZyZ9An3925uIf3mNCLrFVsyDMAIW0NmhbiQwSDypAne4YhTEyBBCFTdZMe0TRSiYwpauhMNJND1OmWZ+vo//J9XzrJvP5m9z6dLVvKMkOkYnKINcVEAldIPKqIIoekBP6Bm9WI/Wq/Vmvc9GE9Z85xAtwfr4Bruknr0=</latexit>

Pool(·)
<latexit sha1_base64="5w/ZYm2b7hpJ4Yfv2DfTWYY8ODY=">AAACB3icdVDLSsNAFJ34rPVVdelmsAh1ExKtbZdFNy4r2AckoUwmk3boJBNmJmIJ/QA/wK1+gjtx62f4Bf6Gk7ZCK3rgwuGce7n3Hj9hVCrL+jRWVtfWNzYLW8Xtnd29/dLBYUfyVGDSxpxx0fORJIzGpK2oYqSXCIIin5GuP7rO/e49EZLy+E6NE+JFaBDTkGKktOS4LUkrLg64OuuXypZp1RvVCxsukKpt12uX0DatKcpgjla/9OUGHKcRiRVmSErHthLlZUgoihmZFN1UkgThERoQR9MYRUR62fTkCTzVSgBDLnTFCk7VxYkMRVKOI193RkgN5W8vF//ynFSFDS+jcZIqEuPZojBlUHGY/w8DKghWbKwJwoLqWyEeIoGw0iktbUke8tPkpKiT+Xkf/k8656ZdM2u31XLzap5RARyDE1ABNqiDJrgBLdAGGHDwBJ7Bi/FovBpvxvusdcWYzxyBJRgf3zSjmh8=</latexit>

 (·)

Fine-tune head  on 
combined representations

<latexit sha1_base64="/vh5ZB/3RNfoSEyAQEvY2UXoBmc=">AAACMHicdVDLSgNBEJz1GeMr6tHLYBAUJOxqTLwIQS8eIxgVsiHMTnqTwdmdZaZXDEv+w+/wA7zqJ+hJPAl+hZMYQUULGoqqbrq7gkQKg6777ExMTk3PzObm8vMLi0vLhZXVc6NSzaHBlVT6MmAGpIihgQIlXCYaWBRIuAiujof+xTVoI1R8hv0EWhHrxiIUnKGV2oXdcMvnHYU7PvYA2fYh9etGUJ8LzamPcIOIWV0pORhrXdouFN2SWz0o73n0Gyl7XrWyT72SO0KRjFFvF978juJpBDFyyYxpem6CrYxpFFzCIO+nBhLGr1gXmpbGLALTyka/DeimVTo0VNpWjHSkfp/IWGRMPwpsZ8SwZ357Q/Evr5lieNDKRJykCDH/XBSmkqKiw6BoR2jgKPuWMK6FvZXyHtOMo43zx5bkZniaGeRtMl/v0//J+W7Jq5Qqp+Vi7WicUY6skw2yRTxSJTVyQuqkQTi5JffkgTw6d86T8+K8frZOOOOZNfIDzvsHV8Op0w==</latexit>

f (·,✓) =  � Pool � g

2.    Embed graphs
<latexit sha1_base64="ukxqctwmkFhTzdOD0C3Eld8E3XY=">AAACU3icdVDBSiNBEO2MWXXj6kY97qUxCHtYwoxmEy9CcIXN0YVNFDJh6On0mMaenqG7RgxNf5nf4cHjngT9BC/bE7NrFC0oePVeFVX14lxwDb5/W/GWqh+WV1Y/1tY+rW98rm9uDXRWKMr6NBOZOouJZoJL1gcOgp3lipE0Fuw0vvhR6qeXTGmeyd8wzdkoJeeSJ5wScFRU74cpgQklwvQsPsShmdVxYiY2+i/9tN/wQoFDLp/rYxuZENgVGFCES+tkG9UbftPvHLT2A7wAWkHQaX/HQdOfRQPN4ySq34XjjBYpk0AF0XoY+DmMDFHAqWC2Fhaa5YRekHM2dFCSlOmRmb1v8a5jxjjJlEsJeMYuThiSaj1NY9dZHq1fayX5ljYsIDkYGS7zApikT4uSQmDIcOklHnPFKIipA4Qq7m7FdEIUoeAcf7ElvypP07bmnPn3Pn4fDPaaQbvZ/tVqdI/mHq2iL2gHfUUB6qAu6qET1EcUXaM/6B49VG4qj57nVZ9avcp8Zhu9CG/9L/6Qt1E=</latexit>

H = {hG,G 2 Dtrain}

3.    Class-wise split                     , where 

<latexit sha1_base64="2ffhg5FoWRNDW7i0J3ZFd9KUNFw=">AAACJXicdVDLSsNAFJ34tr6iLt0MFtFVSbS23RREN10qWFtoYpjcTuvQyYOZiVhCPsHv8APc6ie4E8GVS3/DSW2hil64cDjnXu65x485k8qy3o2Z2bn5hcWl5cLK6tr6hrm5dSWjRABtQsQj0faJpJyFtKmY4rQdC0oCn9OWPzjL9dYtFZJF4aUaxtQNSD9kPQZEacoz952AqBsgPG1kdcdnfUhiL4W6nV2fTSTc8MAzi1bJqtbKRzaeAmXbrlaOsV2yRlVE4zr3zE+nG0ES0FABJ1J2bCtWbkqEYsBpVnASSWMCA9KnHQ1DElDppqOHMrynmS7uRUJ3qPCInd5ISSDlMPD1ZO5R/tZy8i+tk6hezU1ZGCeKhvB9qJdwrCKcp4O7TFBQfKgBAcG0Vww3RBBQOsMfV+K73JrMCjqZyfv4f3B1WLIrpcpFuXhyOs5oCe2gXXSAbFRFJ6iBzlETAbpHj+gJPRsPxovxarx9j84Y451t9KOMjy8aN6Y7</latexit>

H =
C[

c=1

Hc
<latexit sha1_base64="G/1bNEWY/1UdrJW0Np2HZ7TGgKM=">AAACU3icdVBdSxtBFJ1s1drUj7R97MtgKPggYbfGxBdBbME+WjAqZMIyO7mbDM7OLjN3i2HZ/jF/hw8++iTUn+CLszFKlHrgwuHcc7n3nihT0qLvX9e8dwuLS++XP9Q/rqyurTc+fT6xaW4E9ESqUnMWcQtKauihRAVnmQGeRApOo/MfVf/0DxgrU32MkwwGCR9pGUvB0Ulho8cSjmPBVfGzDAXdo0xBjKx4lg/LUFMmXc0ZC4ZwgQUaLnVZ0q2/dBLqPUGZkaMxsjJsNP2W391tbwd0jrSDoNvZoUHLn6JJZjgKG7dsmIo8AY1CcWv7gZ/hoOAGpVBQ1lluIePinI+g76jmCdhBMX2/pN+cMqRxalxppFN1fqLgibWTJHLO6gf7uleJ/+v1c4x3B4XUWY6gxeOiOFcUU1plSYfSgEA1cYQLI92tVIy54QJd4i+2ZBfVabasu2Se3qdvk5PvraDT6vxuN/cPZhktk69kg2ySgHTJPvlFjkiPCHJJbsg/cle7qt17nrfwaPVqs5kv5AW81QdGuLbf</latexit>Dc =

�Gn 2 Dtrain, yn = c
 

4.    Fit GMM and sample
<latexit sha1_base64="pEyzhadzKACgAs5ueBzfNtBHl6w=">AAACG3icdVDLSgNBEJz1GeMr6lGEwSDES9jVmOQiBD2Yi6BgHpCEZXYySYbMPpjplYRlT36HH+BVP8GbePXgF/gbzsYIRrSgoajqprvLCQRXYJrvxtz8wuLScmolvbq2vrGZ2dquKz+UlNWoL3zZdIhignusBhwEawaSEdcRrOEMzxO/ccuk4r53A+OAdVzS93iPUwJasjN7gU1P28BGEF1cXsa5tktgQImIqrFND+1M1sybpXLh2MI/SMGySsUTbOXNCbJoiis789Hu+jR0mQdUEKValhlAJyISOBUsTrdDxQJCh6TPWpp6xGWqE03eiPGBVrq450tdHuCJ+nMiIq5SY9fRncmV6reXiH95rRB65U7EvSAE5tGvRb1QYPBxkgnucskoiLEmhEqub8V0QCShoJOb2RKMktNUnNbJfL+P/yf1o7xVzBevC9nK2TSjFNpF+yiHLFRCFVRFV6iGKLpDD+gRPRn3xrPxYrx+tc4Z05kdNAPj7RMiSqIX</latexit>

pc = GMM(Hc)

5.    Fine-tune head: freeze         and train          on
<latexit sha1_base64="EygPhYHQLtdvIN3gVaQPwuBWOG4=">AAACBHicdVDLSgMxFM34rPVVdekmWIS6GWa0tl0W3bisYB/QDiWTybShmWRIMmIZuvUD3OonuBO3/odf4G+YaSu0ogcuHM65l3vv8WNGlXacT2tldW19YzO3ld/e2d3bLxwctpRIJCZNLJiQHR8pwignTU01I51YEhT5jLT90XXmt++JVFTwOz2OiRehAachxUgbqTMo9XAg9Fm/UHRsp1orX7hwgZRdt1q5hK7tTFEEczT6ha9eIHASEa4xQ0p1XSfWXoqkppiRSb6XKBIjPEID0jWUo4goL53eO4GnRglgKKQpruFUXZxIUaTUOPJNZ4T0UP32MvEvr5vosOallMeJJhzPFoUJg1rA7HkYUEmwZmNDEJbU3ArxEEmEtYloaUv8kJ2mJnmTzM/78H/SOrfdil25LRfrV/OMcuAYnIAScEEV1MENaIAmwICBJ/AMXqxH69V6s95nrSvWfOYILMH6+AbtlJjg</latexit>

g(·) <latexit sha1_base64="5w/ZYm2b7hpJ4Yfv2DfTWYY8ODY=">AAACB3icdVDLSsNAFJ34rPVVdelmsAh1ExKtbZdFNy4r2AckoUwmk3boJBNmJmIJ/QA/wK1+gjtx62f4Bf6Gk7ZCK3rgwuGce7n3Hj9hVCrL+jRWVtfWNzYLW8Xtnd29/dLBYUfyVGDSxpxx0fORJIzGpK2oYqSXCIIin5GuP7rO/e49EZLy+E6NE+JFaBDTkGKktOS4LUkrLg64OuuXypZp1RvVCxsukKpt12uX0DatKcpgjla/9OUGHKcRiRVmSErHthLlZUgoihmZFN1UkgThERoQR9MYRUR62fTkCTzVSgBDLnTFCk7VxYkMRVKOI193RkgN5W8vF//ynFSFDS+jcZIqEuPZojBlUHGY/w8DKghWbKwJwoLqWyEeIoGw0iktbUke8tPkpKiT+Xkf/k8656ZdM2u31XLzap5RARyDE1ABNqiDJrgBLdAGGHDwBJ7Bi/FovBpvxvusdcWYzxyBJRgf3zSjmh8=</latexit>

 (·)
<latexit sha1_base64="co888H919pnOS4Dquarylhy0fQM=">AAACInicdVDLTgJBEJzFF+IL9ehlIpp4IruKwJHohSMm8khYQmZnG5gw+8jMrEo2/IDf4Qd41U/wZjyZePc3nAWMYLSTTipV3enqckLOpDLNdyO1tLyyupZez2xsbm3vZHf3GjKIBIU6DXggWg6RwJkPdcUUh1YogHgOh6YzvEz05g0IyQL/Wo1C6Hik77Meo0Rpqps9sj2iBpRwXLVpFNq3zAXFuAvxjzDuZnNm3iyVC2cWngMFyyoVz7GVNyeVQ7OqdbOfthvQyANfUU6kbFtmqDoxEYpRDuOMHUkICR2SPrQ19IkHshNPvhnjY824uBcI3b7CE3Z+IyaelCPP0ZOJRflbS8i/tHakeuVOzPwwUuDT6aFexLEKcBINdpkAqvhIA0IF014xHRBBqNIBLlwJ7xJrcpzRyXy/j/8HjdO8VcwXrwq5ysUsozQ6QIfoBFmohCqoimqojii6R4/oCT0bD8aL8Wq8TUdTxmxnHy2U8fEFR26lWg==</latexit>

H [ eH
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GNN Generalization with Gaussian Mixture Model Based Augmentation

scores depend not only on the augmented graphs themselves
but also on the model’s weights and architecture. This
highlights the need for a graph data augmentation strategy
tailored specifically to the GNN backbone in use, as opposed
to traditional techniques like DropNode, DropEdge, and
G-Mixup, which are general-purpose methods that can be
applied with any GNN architecture.

Theorem 3.4 is valid for any differentiable loss function.
More specifically, if the chosen loss is the cross entropy
or the negative log-likelihood, then the Hessian matrix cor-
responds to the Fisher information matrix (Barshan et al.,
2020; Lee et al., 2022). Consequently, the norm of H�1

✓̂
,

i.e., the inverse of the Hessian matrix, can be bounded above
using the Cramér–Rao inequality (Nielsen, 2013). There-
fore, a trivial case where the norm of influence scores is zero
arises when the gradient of the loss function with respect
to the input graphs vanishes. This scenario, for instance,
can occur in the DD dataset when using GIN. A detailed
analysis of this phenomenon is provided in Section 4. In
these cases, data augmentation becomes ineffective, having
minimal impact on the GNN’s ability to generalize. We
can measure the average influence I(eGm

n ) of an augmented
graph eGm

n on the test set by averaging the derivatives as
follows,

I(eGm
n ) =

�1

|Dtest|
X

Gtest
k 2Dtest

d`(G test
k , ✓̂✏n,m)

d✏n,m
.

A negative value of I(eGm
n ) indicates that adding the aug-

mented data to the training set would increase the prediction
loss on the test set, negatively affecting the GNN’s gener-
alization. In contrast, a good augmented graph is one with
a positive I(eGm

n ), indicating improved generalization. In
Figure 2, we present the density of the average influence
scores of each augmented data on the test set.

3.5. Fisher-Guided GMM Augmentation

Using influence scores, we can further improve the gen-
eralization of the GNN by filtering candidate augmented
representations. The process consists of three key stages.
(i) Primary GNN training: The GNN model is first trained
on the original training set without incorporating any aug-
mented graphs. (ii) Augmentation and filtering: A pool
of candidate augmented graph representations is generated
using a data augmentation strategy based on GMMs. Be-
cause computing the gradient r✓`(Gtest

k , ✓̂) requires access
to ground-truth labels, we evaluate the influence of each
candidate augmented graph using the set of validation graph
rather than on the unseen test set. This yields a ranking of
augmented graphs by their estimated impact on validation
performance. During this step, we compute both the gradi-
ent and the Hessian only with respect to the post-readout
parameters. (iii) Filtering: Finally, we combine a subset

Table 1. Classification accuracy (± std) on different benchmark
graph classification datasets for the data augmentation baselines
based on the GCN backbone. The higher the accuracy (in %) the
better the model. Highlighted are the first, second best results.

Model IMDB-BIN IMDB-MUL MUTAG PROTEINS DD

No Aug. 73.00±4.94 47.73±2.64 73.92±5.09 69.99±5.35 69.69±2.89

DropEdge 71.70±5.42 45.67±2.46 73.39±8.86 70.07±3.86 69.35±3.37

DropNode 74.00±3.44 43.80±3.54 73.89±8.53 69.81±4.61 69.01±3.95

SubMix 72.70±5.59 46.00±2.44 77.13±9.69 67.57±4.56 70.11±4.48

G-Mixup 72.10±3.27 48.33±3.06 88.77±5.71 65.68±5.03 61.20±3.88

GeoMix 69.69±3.37 49.80±4.71 74.39±7.37 69.63±5.37 68.50±3.74

GRATIN 71.00±4.40 49.82±4.26 76.05±6.74 70.97±5.07 71.90±2.81

Table 2. Classification accuracy (± std) on different benchmark
graph classification datasets for the data augmentation baselines
based on the GIN backbone. The higher the accuracy (in %) the
better the model. Highlighted are the first, second best results.

Model IMDB-BIN IMDB-MUL MUTAG PROTEINS DD

No Aug. 70.30±3.66 48.53±4.05 83.42±2.12 69.54±3.61 68.00±3.18

DropEdge 70.40±4.03 46.80±3.91 74.88±9.62 68.27±5.21 67.82±4.46

DropNode 70.30±3.49 45.20±4.24 75.53±7.89 65.40±4.71 69.01±3.95

SubMix 72.50±4.98 48.13±2.12 81.90±9.21 70.44±2.58 68.59±5.04

G-Mixup 70.70±3.10 47.73±4.95 87.77±7.48 68.82±3.48 63.91±2.09

GeoMix 70.60±4.61 47.20±3.75 81.90±7.55 69.80±5.33 68.34±5.30

GRATIN 71.70±4.24 49.20±2.06 88.83±5.02 71.33±5.04 68.61±4.62

of the highest-ranked augmented graphs with the original
training set to finetune the post-readout function. This filter-
ing setup aligns perfectly with the assumptions of Theorem
3.4, as we first train the post-readout function without any
augmentation, then evaluate each augmentation’s influence,
and only afterward retrain the post-readout layer using the
selected augmented graphs. Our experiments in Section 4
demonstrate that this training paradigm improves general-
ization across various datasets and GNN architectures.

4. Experimental Results
In this section, we present our results and analysis. Our
experimental setup is described in Appendix K.

On the Generalization of GNNs. In Tables 1 and 2, we
compare the test accuracy of our data augmentation strat-
egy against baseline methods. Additional results for the
same experiment on larger datasets can be found in Ap-
pendix L. We trained all baseline models using the same
train/validation/test splits, GNN architectures, and hyper-
parameters to ensure a fair comparison. It is worth noting
that the baselines exhibit high standard deviations, which is
a common characteristic in graph classification tasks. Un-
like node classification, graph classification is known to
have a larger variance in performance metrics (Errica et al.,
2020; Duval & Malliaros, 2022). Overall, our proposed ap-
proach consistently achieves the best or highly competitive
performance for most of the datasets.

Additionally, we observed that the results of the baseline
methods vary depending on the GNN backbone, motivating

7

Graph classification results for the GRATIN model on a GCN backbone
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• “Mixup”-like techniques on graphs
J Improve generalization through augmentations
– G-Mixup [Han et al., ICML ‘22], GeoMix [Zhao et al. KDD ‘24]

• GRATIN: augmentations on the graph embedding-space 
J Combines structure + features 
J Avoid costly graph alignment
J Scalability

• Augmentations with Gaussian Mixture Models (GMMs)
J Expressive yet simple
J A GMM is a universal approximator of densities
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Part I. Brief introduction to Graph Neural Networks (GNN)

Part II. Topics in GNN model design

Part III. Perspectives and ongoing work 



• Leverage structural information and beyond for GNNs
– Rewiring, graph pooling, and generalization

• On complex models
– GNNs, Hypergraph GNNs, Simplicial Complex Neural Networks, …

• On proper model evaluation
– Realistic datasets; proper experimental protocol; proper metrics

• On problem modeling and practical applications
– Type of graph; node features; which learning problem

Perspectives
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Abstract

While machine learning on graphs has demon-
strated promise in drug design and molecular
property prediction, significant benchmarking
challenges hinder its further progress and rele-
vance. Current benchmarking practices often lack
focus on transformative, real-world applications,
favoring narrow domains like two-dimensional
molecular graphs over broader, impactful areas
such as combinatorial optimization, relational
databases, or chip design. Additionally, many
benchmark datasets poorly represent the underly-
ing data, leading to inadequate abstractions and
misaligned use cases. Fragmented evaluations
and an excessive focus on accuracy further exac-
erbate these issues, incentivizing overfitting rather
than fostering generalizable insights. These lim-
itations have prevented the development of truly
useful graph foundation models. This position
paper calls for a paradigm shift toward more
meaningful benchmarks, rigorous evaluation pro-
tocols, and stronger collaboration with domain
experts to drive impactful and reliable advances
in graph learning research, unlocking the poten-
tial of graph learning.

1. Introduction

Graphs are versatile mathematical structures capable of mod-
eling complex interactions among entities across a wide
range of disciplines, including the life sciences (Wong et al.,
2023), social sciences (Easley & Kleinberg, 2010), and op-
timization (Cappart et al., 2021), underlining the need for
specialized machine-learning methods to extract meaningful
insights from graph-structured data. Hence, in recent years,

*Equal contribution 1Tel-Aviv University 2Meta 3University of
Oxford 4Technion - Israel Institute of Technology 5RWTH Aachen
University 6NEC Laboratories Europe 7University of Stuttgart
8Google Research. Correspondence to: Maya Bachler-Speicher
<mayab4@mail.tau.ac.il>, Luis Müller <luis.mueller@cs.rwth-
aachen.de>.

message-passing graph neural networks (MPNNs) (Gilmer
et al., 2017) have emerged as the leading architecture for
machine learning on graphs. These architectures—and,
more broadly, graph neural networks (GNNs)—have be-
come prominent topics at top-tier machine learning con-
ferences,1 demonstrating promising performance across a
diverse range of applications. Notable examples include
their role in breakthroughs such as discovering new antibi-
otics (Stokes et al., 2020; Wong et al., 2023) and advance-
ments in weather forecasting (Lam et al., 2023).

Despite these successes, we contend that for graph learn-
ing to remain relevant and impactful, current benchmarks
need to be aligned with such truly transformative real-world
applications. While various benchmarks have been pro-
posed, many existing datasets focus on narrow domains
or address problems with questionable practical relevance.
For instance, popular benchmarks frequently feature two-
dimensional molecular graphs (Hu et al., 2020a; Morris
et al., 2020), neglecting critical three-dimensional geometric
structures. Additionally, many studies report state-of-the-art
results on (synthetic) datasets like ZINC (Dwivedi et al.,
2022b), which lack sufficient (real-world) justification for
their graph-based approach, further complicating their util-
ity. Empirical studies in graph learning often suffer from
methodological shortcomings. Inconsistent dataset splits
and evaluation protocols across studies undermine the va-
lidity of comparisons, while the reliance on small datasets
frequently results in high-variance outcomes with limited
statistical significance. Due to these limitations and the
scarcity of sufficiently large and diverse datasets, MPNNs
and GNNs have shown limited evidence of scalability to
large pre-trained or foundation models.

Present work In this position paper, we argue that graph
learning must significantly revise its current datasets and
benchmarking practices to remain impactful and relevant;
see Figure 1 for an overview. Specifically, we

1. discuss the current shortcomings in graph learning
benchmarks, including the lack of transformative real-
world problems, an overfocus on specific data modali-

1http://tinyurl.com/mpn89vju
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Graph Learning Will Lose Relevance Due To Poor Benchmarks

No transformative

real-world applications

Shift focus to natural
graph problems with real-

world impact, e.g., com-

binatorial optimization or

relational databases.

1

2
Improve conditional diffu-

sion models for combina-
torial tasks.

�

Graphs are

not constructed in a

meaningful way

When proposing new

bench- marks discuss
the advantages of graph

structure.

1

2

Benchmarks should in-
clude baselines with un-
structured sets to ensure
graph structure’s advan-
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Bad benchmarking culture

Often, datasets have no

standard splits, eval. pro-

tocol, or detailed hyp.-

par. Reports of marginal

gains w/o stat. signifi-
cance.

1

2

The community should

shift its focus beyond

merely improving perfor-
mance.

�
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1

2
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large-scale, high-quality

datasets with diverse graph

structures.

short-term long-term

Figure 1. Overview of the current challenges in benchmarking for graph learning and possible remedies.

ties, and fragmented evaluation protocols, resulting in
the absence of true foundation models for graph data;

2. propose possible remedies to address these shortcom-
ings, offering actionable recommendations for the
graph learning community; and

3. based on our assessment of current graph benchmarks,
we tune a variety of new baselines and reference
models on molecular prediction tasks, large-scale het-
erophilic datasets, and study in- and cross-domain
transfer in a pre-training/fine-tuning setup.

Overall, in this position paper, we argue that the bench-

marking aspect of graph learning requires a significant

revision for the field to stay impactful and relevant, includ-

ing the design of current datasets, the investigated data

modalities, and current benchmarking practices.

In the remaining part of this section, we provide a critical
overview of the current state of the field. In the following
four sections, we highlight four current shortcomings of
graph datasets and benchmarking practices and their possi-
ble remedies.

Basic terminology Graph learning comprises several
regimes. The most common ones are graph-level and node-
level predictions (i.e., classification or regression). In the
former, we are given a training set of graphs and aim to
train a GNN to make meaningful graph-level predictions
outside this training set. In the latter, we instead seek to
make predictions for nodes in a given graph or set of graphs;
the setup here is either transductive or inductive. In the
transductive setting, we are given a single graph with a sub-
set of the nodes being the training set, and we aim to train
a model to make correct predictions for the nodes outside
this training set. In the inductive setting, we are given a
training set of graphs with node (class-)labels and aim to
train a model to make correct predictions for the nodes of
unseen graphs. Similarly, we can define edge-level or link
prediction. In addition, graph generation aims to generate
graphs modeled to a given data distribution proxied via a
training dataset.

Related work One of the first efforts towards more prin-
cipled benchmarking of GNNs was taken by Dwivedi et al.
(2020), who proposed a suite of real and synthetic graphs
spanning a variety of node-, edge-, and graph-level tasks
as well as an attempt to standardize evaluation protocols.
However, the majority of the tasks either have a graph struc-
ture superimposed on the original dataset (such as graphs
extracted from vision datasets like CIFAR10 which are
long solved in the vision community) or focus on small
synthetic graphs with a saturated performance. Another
limiting factor is the strongly suggested model size below
500k parameters that was supposed to test models’ inductive
biases. While reasonable for the state of graph learning in
2020, such a manually set parameter count ceiling makes
little sense in modern deep learning where scaling laws
suggest model capabilities grow with both dataset size and
parameter count (Hoffmann et al., 2022; Schaeffer et al.,
2023; Wei et al., 2022).

Soon after, Hu et al. (2020a) released the Open Graph
Benchmark (OGB), a comprehensive suite of datasets en-
compassing various domains, tasks, and graph distributions.
The authors proposed to gather results in a centralized, pub-
licly visible leaderboard. The submission system requires
researchers to provide test results, the corresponding valida-
tion performance, the number of learnable parameters, and
some information about the tuning procedure. This effort
goes in the direction of more informative and standardized
benchmarking practices. Nevertheless, many datasets in the
suite address (such as 2D molecular graphs or academic
citation networks) are still a far cry from transformative real-
world applications. As we discuss later in Sections 2 and 3,
these graphs either fail to encode relevant information (e.g.,
3D spatial arrangements of atoms) or induce a structural
inductive bias that is of unclear advantage for downstream
generalization performance. While we note that some (large-
scale) more impactful benchmarks are exposed by OGB,
the research community has focused on them with relatively
lower priority. This is likely due to the inherent difficulty
of scaling more sophisticated and expressive architectures
to larger graphs or the interest drawn by more specific set-

2
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Graph and Time Series CGProNet
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• Spatiotemporal prediction with GNNs
– Enhance predictions with relational 
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• Tasks
– Time series forecasting
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Spatiotemporal Graph Learning
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Gegenbauer Graph Neural Networks for
Time-varying Signal Reconstruction

Jhon A. Castro-Correa, Jhony H. Giraldo, Mohsen Badiey, Fragkiskos D. Malliaros

Abstract—Reconstructing time-varying graph signals (or graph

time-series imputation) is a critical problem in machine learning

and signal processing with broad applications, ranging from

missing data imputation in sensor networks to time-series fore-

casting. Accurately capturing the spatio-temporal information

inherent in these signals is crucial for effectively addressing

these tasks. However, existing approaches relying on smoothness

assumptions of temporal differences and simple convex opti-

mization techniques have inherent limitations. To address these

challenges, we propose a novel approach that incorporates a

learning module to enhance the accuracy of the downstream

task. To this end, we introduce the Gegenbauer-based graph

convolutional (GegenConv) operator, which is a generalization of

the conventional Chebyshev graph convolution by leveraging the

theory of Gegenbauer polynomials. By deviating from traditional

convex problems, we expand the complexity of the model and

offer a more accurate solution for recovering time-varying graph

signals. Building upon GegenConv, we design the Gegenbauer-

based time Graph Neural Network (GegenGNN) architecture,

which adopts an encoder-decoder structure. Likewise, our ap-

proach also utilizes a dedicated loss function that incorporates

a mean squared error component alongside Sobolev smoothness

regularization. This combination enables GegenGNN to capture

both the fidelity to ground truth and the underlying smooth-

ness properties of the signals, enhancing the reconstruction

performance. We conduct extensive experiments on real datasets

to evaluate the effectiveness of our proposed approach. The

experimental results demonstrate that GegenGNN outperforms

state-of-the-art methods, showcasing its superior capability in

recovering time-varying graph signals.

Index Terms—Graph neural networks, Gegenbauer polynomi-

als, graph signal processing, time-varying graph signals

I. INTRODUCTION

The accumulation of complex unstructured data has expe-
rienced a tremendous surge due to the noteworthy advance-
ments in information technology. Undertaking the task of
representing and analyzing such data can present a formidable
challenge. Nevertheless, Graph Signal Processing (GSP) and
Graph Neural Networks (GNNs) have emerged as promising
areas of research that have demonstrated remarkable potential
for unstructured data in recent years [1]–[4]. GSP and GNNs
adopt a data modeling approach wherein data is represented
as signals or vectors residing on a collection of graph nodes.
This framework encompasses the incorporation of both feature

Jhon A. Castro-Correa and Mohsen Badiey are with the Department of
Electrical and Computer Engineering, University of Delaware, Newark, DE,
USA. E-mail: jcastro@udel.edu, badiey@udel.edu.

Jhony H. Giraldo is with LTCI, Télécom Paris, Institut Polytechnique de
Paris, Palaiseau, France. E-mail: jhony.giraldo@telecom-paris.fr.

Fragkiskos D. Malliaros is with Université Paris-Saclay, CentraleSupélec,
Inria, Centre for Visual Computing (CVN), Gif-Sur-Yvette, France. E-mail:
fragkiskos.malliaros@centralesupelec.fr.

information and the inherent relational structure of the data.
This approach offers novel insights into data manipulation,
effectively bridging the domains of machine learning and
signal processing [5], and has profound implications across
diverse fields, including semi-supervised learning [3], node
classification, link prediction, graph classification [6]–[9],
clustering [10], computer vision [11]–[13], recommendations
in social networks [14], [15], influence propagation [16] and
misinformation detection [17], materials modeling [18], and
drug discovery [19], among others.

Sampling and reconstructing (or imputing) graph signals
have become crucial tasks that have attracted considerable
interest from both the signal processing and machine learning
fields in recent times [1], [20]–[26]. However, there is a
lack of research on the reconstruction of time-varying graph
signals1 despite its numerous applications in sensor networks,
time-series forecasting, and infectious disease prediction [23],
[27]–[29]. Prior research has primarily concentrated on ex-
panding the concept of smoothness from static graph signals
to those that evolve over time, as evidenced by Qiu et al.
[30]. Furthermore, the rate of convergence of optimization
techniques employed in reconstruction has been analyzed in
several works [23], [28]. Nevertheless, these optimization-
based methods heavily depend on rigid assumptions about
the underlying time-varying graph signals, which can pose
limitations in real-world applications. For example, some
previous approaches in GSP assume that the graph Fourier
transform of the signals are bandlimited [1], i.e., the projection
of the signal into the spectrum of the graph can be represented
with few components. However, in real-world scenarios, this
bandlimitedness assumption is often not satisfied; the signals
typically consist of components spanning the entire spectrum
of the graph and are often corrupted by noise. This non-
bandlimitedness fact also has profound implications regarding
the sample complexity in problems of semi-supervised node
classification for example [12], [31].

From the perspective of GNNs, their applications to the re-
construction of time-varying signals is a relatively unexplored
area that holds immense potential. The ability of GNNs to
capture both spatial and temporal dependencies within graph-
structured data makes them well-suited for handling time-
varying signals observed over interconnected entities, where
the temporal evolution is as crucial as the spatial relationships.
However, existing GNN works lack simultaneous exploration
of both spatial and temporal relationships in time-varying

1The recovery or regression of time-varying graph signals can be viewed
as a matrix completion problem where each column (or row) corresponds to
a specific time and each row (or column) corresponds to a vertex of a graph.
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Abstract

Processing multidomain data defined on multiple graphs holds significant potential
in various practical applications in computer science. However, current meth-
ods are mostly limited to discrete graph filtering operations. Tensorial partial
differential equations on graphs (TPDEGs) provide a principled framework for
modeling structured data across multiple interacting graphs, addressing the limita-
tions of the existing discrete methodologies. In this paper, we introduce Continuous
Product Graph Neural Networks (CITRUS) that emerge as a natural solution to
the TPDEG. CITRUS leverages the separability of continuous heat kernels from
Cartesian graph products to efficiently implement graph spectral decomposition.
We conduct thorough theoretical analyses of the stability and over-smoothing
properties of CITRUS in response to domain-specific graph perturbations and
graph spectra effects on the performance. We evaluate CITRUS on well-known
traffic and weather spatiotemporal forecasting datasets, demonstrating superior
performance over existing approaches. The implementation codes are available at
https://github.com/ArefEinizade2/CITRUS.

1 Introduction

Multidomain (tensorial) data defined on multiple interacting graphs [1–3], referred to as multidomain
graph data in this paper, extend the traditional graph machine learning paradigm, which typically deals
with single graphs [2, 4]. Tensors, which are multi-dimensional generalizations of matrices (order-2
tensors), appear in various fields like hyperspectral image processing [5], video processing [6],
recommendation systems [7], spatiotemporal analysis [8], and brain signal processing [9]. Despite the
importance of these applications, learning from multidomain graph data has received little attention
in the existing literature [2, 10]. Therefore, developing graph-learning strategies for these tensorial
data structures holds significant promise for various practical applications.

The main challenge for learning from multidomain graph data is creating efficient frameworks
that model joint interactions across domain-specific graphs [10, 11]. Previous work in this area
has utilized discrete graph filtering operations in product graphs (PGs) [10, 12] from the field of
graph signal processing (GSP) [13]. However, these methods inherit the well-known issues of over-
smoothing and over-squashing from regular graph neural networks (GNNs) [14–16], which restricts
the graph’s receptive field and hinders long-range interactions [17]. Additionally, these methods often
require computationally intensive grid searches to tune hyperparameters and are typically limited to
two-domain graph data, such as spatial and temporal dimensions [10, 12, 18, 19].

38th Conference on Neural Information Processing Systems (NeurIPS 2024).
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Challenges
• Preserve symmetries and physical constraints

• Scalability

Geometric Graph Neural Networks (GNNs)
for 3D atomic systems
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Abstract

Recent advances in computational modelling of atomic systems, spanning
molecules, proteins, and materials, represent them as geometric graphs with atoms
embedded as nodes in 3D Euclidean space. In these graphs, the geometric attributes
transform according to the inherent physical symmetries of 3D atomic systems, in-
cluding rotations and translations in Euclidean space, as well as node permutations.
In recent years, Geometric Graph Neural Networks have emerged as the preferred
machine learning architecture powering applications ranging from protein structure
prediction to molecular simulations and material generation. Their specificity lies
in the inductive biases they leverage — such as physical symmetries and chemical
properties — to learn informative representations of these geometric graphs.
In this opinionated paper, we provide a comprehensive and self-contained overview
of the field of Geometric GNNs for 3D atomic systems. We cover fundamental
background material and introduce a pedagogical taxonomy of Geometric GNN
architectures: (1) invariant networks, (2) equivariant networks in Cartesian basis,
(3) equivariant networks in spherical basis, and (4) unconstrained networks. Addi-
tionally, we outline key datasets and application areas and suggest future research
directions. The objective of this work is to present a structured perspective on the
field, making it accessible to newcomers and aiding practitioners in gaining an
intuition for its mathematical abstractions.

⇤Equal first authors.
†Université Paris-Saclay, CentraleSupélec, Inria.
‡Qualcomm AI Research is an initiative of Qualcomm Technologies, Inc.
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FAENet: Frame Averaging Equivariant GNN for Materials Modeling

Alexandre Duval * 1 2 Victor Schmidt * 2 Alex Hernandez Garcia 2 Santiago Miret 3 Fragkiskos D. Malliaros 1

Yoshua Bengio 2 4 David Rolnick 2 5

Abstract
Applications of machine learning techniques for
materials modeling typically involve functions
known to be equivariant or invariant to spe-
cific symmetries. While graph neural networks
(GNNs) have proven successful in such tasks, they
enforce symmetries via the model architecture,
which often reduces their expressivity, scalability
and comprehensibility. In this paper, we intro-
duce (1) a flexible framework relying on stochas-
tic frame-averaging (SFA) to make any model
E(3)-equivariant or invariant through data trans-
formations. (2) FAENet: a simple, fast and ex-
pressive GNN, optimized for SFA, that processes
geometric information without any symmetry-
preserving design constraints. We prove the va-
lidity of our method theoretically and empirically
demonstrate its superior accuracy and computa-
tional scalability in materials modeling on the
OC20 dataset (S2EF, IS2RE) as well as com-
mon molecular modeling tasks (QM9, QM7-X).
A package implementation is available at https:
//faenet.readthedocs.io.

1. Introduction
Machine Learning (ML) methods have the ability to model
complex physical and chemical interactions. It thus holds
great potential for accelerating material design, which is
essential to various applications such as low-carbon en-
ergy, sustainable agriculture or drug discovery. One particu-
larly promising use case of ML is modeling the properties
of complex materials systems at lower computational cost
compared to expensive quantum mechanical simulation tech-
niques like Density Functional Theory (DFT). The heavy

*Equal contribution 1Université Paris-Saclay, Cen-
traleSupélec, Inria 2Mila – Quebec AI Institute 3Intel
Labs 4Université de Montréal 5McGill Unversity. Cor-
respondence to: Alexandre Duval, Victor Schmidt
<{alexandre.duval,schmidtv}@mila.quebec>.

Proceedings of the 40 th International Conference on Machine
Learning, Honolulu, Hawaii, USA. PMLR 202, 2023. Copyright
2023 by the author(s).

reliance on DFT for materials property prediction continues
to impose a significant computational barrier to evaluating
large number of material candidates (Chen & Ong, 2022).
Graph Neural Networks (GNNs) based on geometric deep
learning principles have shown promise in their ability to
predict a wide range of molecular properties (Han et al.,
2022). A key factor of the success of GNNs is their ability
to leverage 3D geometric information via the representation
of a collection of atoms in 3D space (Atz et al., 2021), which
is updated based on spatial atomic interactions by passing
messages between them. Another important aspect is the
incorporation of geometric priors that exploit the symmetry
of the data, rendering model predictions invariant or equiv-
ariant1 to Euclidean transformations2, as well as key physics
principles such as the conservation of energy (Smidt, 2021).

Symmetries and physical constraints are typically enforced
directly into the model architecture, which greatly restricts
the flexibility of GNNs to process geometric information
(Gasteiger et al., 2021; Fuchs et al., 2020; Satorras et al.,
2021). As a result, these models either lack expressivity
or present significantly more complex and computationally
expensive architectures, as detailed in Section 2. While
state-of-the-art GNNs remain orders of magnitude faster
than DFT, their inference time still limits the use of ML for
downstream practically-relevant applications, which require
large-scale evaluations (Agrawal & Choudhary, 2016). In-
deed, whether we are trying to discover new drugs, new cat-
alysts or undiscovered material systems, we need to explore
exponentially vast search spaces of potential candidates
(Bohacek et al., 1996). The above ambitions to accelerate
automated material discoveries therefore require designing
expressive, robust and computationally scalable models.

To that end, we propose a novel view of 3D molecular
and solid-state materials modeling, where symmetries are
preserved via data projections instead of architectural con-
straints. Concretely, we make the following contributions:

• Symmetry-Preserving Data Augmentation via Stochas-
1In this work, unless specified otherwise, we consider invari-

ance to be a special case of equivariance and will include invariance
in claims regarding equivariance.

2Rotations, reflections, and translations, which in 3D space
define the group E(3).
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Web: http://fragkiskosm.github.io

Email: fragkiskos.malliaros@centralesupelec.fr

MACHINE LEARNING IN NETWORK SCIENCE
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Motif Spectral Clustering — Reformulation
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Motif-based conductance

Graph G Weighted motif graph AM

AM(i, j) = #{instances of motif M that contain nodes i and j }
[Benson., AMS Spring Western Sectional ‘17] 


